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Understanding Public e-Service Adoption: 
A Conceptual Framework for Moroccan 
Urban Agencies 

Imane Abouliatim and Karima Tounsi 

Abstract 

To understand and to clarify the motivations for the accept-
ability of e-services offered by Moroccan urban agen-
cies. (MUA) and to identify the main reasons for the 
online adoption rate among citizens, the study will build 
an electronic government adoption model. By means of 
the technology adoption model (TAM) base, the central 
goal of this paper consists of creating a conceptual model 
of elucidating the many drivers that influence the govern-
ment online adoption behavior of urban agency users, it is 
imperative to delve into the variable involved. Our research 
assesses the essential elements including perceived useful-
ness, perceived ease of use, social influence, trust, and user 
satisfaction which determine citizens’ adoption behavior. 

Keywords 

Intention to use · E-government · TAM · Urban agency ·
User satisfaction · Social influence · Trust 

1 Introduction 

For the last twenty years, information technology (the 
Internet, cell phones, and all the other tools used to gather, 
store, analyze, and share information) has advanced, allowing 
for easier access to communication tools, an increase in infor-
mation sources, new genres of entertainment, and a revolution 
in how citizens and businesses connect with their government, 
referred to “e-government.” 

I. Abouliatim (B) · K. Tounsi 
Management of Information Technology, Institut National des Postes 
et des Telecommunications (INPT), Rabat, Morocco 
e-mail: imaneab@gmail.com 

Chen et al. [1] describe the electronic government like 
the strategic approach of governmental entities and establish-
ments in utilizing the capabilities of internet technology to 
improve their operational efficiency and productivity. 

Electronic government has several advantageous 
economic and social effects. By using it, government 
operations can be carried out with greater transparency, 
corruption can be decreased, and citizens, businesses, and 
even the government itself can save time and money [2]. 

The correct use of electronic government can reduce 
bureaucracy and raise the accurateness, efficacy, and fluidity 
of operations inside the government agencies. It also 
contributes to facilitating access to public services and 
reduces the need to physically visit administrations, mini-
mizing travel and helping to save costs effort, space, and time 
[3]. 

Moreover, giving citizens access to government e-services 
has many advantages, including enhancing access to health 
and education as well as advancing gender equality, and 
enabling citizen participation in governmental decision-
making [4]. The access difficulties to these online services, 
which can be all sorts of things like financial, technical, 
cultural or cognitive, for example must be reduced for govern-
ments to realize the aforementioned benefits. Reading and 
understanding are necessary in addition to having a computer 
and an Internet to gain access to online services. 

Al-Yafi et al. [5] argue that e-government in Arab and 
African nations, for instance, is not being used to its full 
potential despite the investments made by these governments. 
So, it’s clear that despite efforts to advance e-government, 
Morocco still struggles to rank highly worldwide. 

The country of Morocco has shown notable progress 
between the years 2008 and 2016, as seen by its performance 
on the United Nations’ E-Government Development Index. 
During this period, Morocco ascended from the 140th posi-
tion to the 85th position, indicating a significant advancement 
in its e-government capabilities. But it experienced significant

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025 
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regression in 2018 when it fell to 110th place, and in 2020, it 
rose to 106th place. However, Morocco advanced five spots 
in 2022, moving up to place 101. 

The execution of electronic services is heavily reliant 
on technology, nonetheless, the accomplishment or absence 
of digital governance is not restricted exclusively to tech-
nological facets, as it is also affected by an assortment of 
other elements, including organizational, political, legisla-
tive, and economical factors on the part of the supply side 
of government. The same is true of cultural and social 
elements affecting the demand side’s adoption and acceptance 
of electronic services [6]. 

Subsequently, the MUA are pioneering organizations in 
the e-government sector. They provide 11 e-services for the 
benefit of businesses and citizens, and by 2022 they have 
completely dematerialized their administrative processes, but 
people still go in person to obtain their services. 

This paper identifies a set of factors from different 
domains, such as demographic, social, behavioral, and tech-
nological factors. These drivers could potentially impact 
the implementation of electronic services among MUA and 
need to be identified and analyzed to facilitate successful 
adoption in the future. If these administrations do not under-
stand why citizens prefer traditional methods to e-service 
delivery channels, they cannot take the strategic steps neces-
sary to achieve their goals for citizen adoption of these 
channels. 

Thus, this study aims to elucidate the intricacies of the 
proposed conceptual model by meticulously analyzing its 
constituent elements. A comprehensive understanding of 
these variables is imperative for the effective formulation, 
execution, and implementation of electronic services by MUA 
in the imminent future. 

2 Research Background 

2.1 Presentation of the Urban Agencies 

In 2022, Morocco’s urbanization rate was close to 64.6%, 
and by 2050, it was projected to be 73.6% [7]. Constraints 
arise for the government when attempting to meet citizens’ 
needs for housing, infrastructure, equipment, investment, and 
employment. 

In response to the evolving landscape of urban areas, 
MUA were instituted in 1984 upon the establishment of the 
Urban Agency of Casablanca. Subsequently, beginning in 
1993, these agencies were extensively integrated across the 
entirety of the Kingdom. This marked a significant step toward 
the optimization of urban development and management in 
Morocco. 

There is now 30 MUA spread throughout the country:

• 3 Regional Urban Agencies: AU Laâyoune, AU Goulmime 
Oued Noun, and AU Dakhla Oued Eddahab.

• 6 Metropolitan Urban Agencies: AU Agadir, Tangier, 
Meknes, Rabat-Salé, Fez and Marrakech.

• 20 Urban Agencies of Intermediate Cities.
• And the specific case of the Urban Agency of Casablanca 

which is supervised by the Ministry of Interior. Casablanca 
is the largest industrial and financial metropolis in the 
country, with the highest number of factories and banks, 
and a population of over 4 million. This represents 12.6% 
of the total population of the kingdom. 

The MUA falls under the category of a public institution, 
which is defined by its possession of legal personality in addi-
tion to financial autonomy. Its territorial jurisdiction is deter-
mined by decree of creation of each Urban Agency which 
corresponds to one or more prefectures and/or provinces. 

2.2 Missions of the Urban Agencies 

The MUA have various missions which have objectives to:

• Promote the development of territories through new terri-
torial engineering dedicating the progressive evolution to 
project urbanism (territorial projects, city projects, urban 
projects, the urban renewal, etc.).

• Promote investment through the opening of new urbaniza-
tion areas.

• Promote a mode of management that values the approach 
of the citizen/client.

• Support social housing programs.
• Integrate the environmental dimension and take into 

account the imperatives of sustainable development. 

2.3 E-Services in Urban Agencies 

As part of the follow-up to the implementation of preven-
tive measures against the proliferation of the coronavirus 
pandemic (Covid-19), the MUAs have been encouraged to 
speed up the process of dematerializing the various town plan-
ning procedures by setting up platforms. This process has 
allowed generalizing the e-services for the benefit of citizens, 
investors, and territorial managers to a minimum of 90% in all 
29 MMUA that are under the supervision of the Ministry [8]. 
These e-services are accessible through the MUAs’ websites.
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MUA support and provide a variety of e-services linked to 
their business. E-services, like the E-note of urbanistic infor-
mation, E-instruction, and E-result, enable the simplification 
of procedures and the circuits of instruction of the requests for 
authorization and information to optimize the times of instruc-
tion and treatment and to avoid the administrative comings 
and goings of the files and the citizens. 

The MUA also offers the possibility of access to the 
Geoportal, which is a homogeneous and cartographic inter-
active platform of all the approved urban planning docu-
ments within the territorial jurisdiction of each urban agency, 
accessible to the public via its website. 

In terms of e-support services, public administrations 
provide support services to businesses and citizens, for 
example:

• E-requests which deal with citizens’ complaints.
• E-regulation which allows the online consultation of the 

regulations and procedures to be followed in the field of 
town planning.

• E-payment which aims to facilitate exchanges between 
service providers and the Urban Agency.

• E-sale, which allows the applicant to obtain the documents 
produced by the Agency online.

• E-prestation which allows the online payment of the 
services rendered by the Urban Agency.

• E-appointment which allows contacting the Agency’s 
managers by targeting the needs and directing the appli-
cant; and the Digital Order Desk, which replaces the 
traditional order desk by allowing documents to be filed 
online. 

3 Literature Review and Hypothesis 
Development 

3.1 Adoption of e-Services 

Acceptance technologies have attracted considerable interest 
from academics, researchers, and practitioners, especially 
since the establishment of IT systems in companies [9], and 
citizen acceptance of e-government services represents one 
of their dimensions, as a consumer’s choice of an electronic 
service delivery channel over traditional channels can be seen 
as a technology adoption issue. 

In addition, we find in the literature terms that are inter-
changeable with the acceptance of electronic services, such as 
“adoption” or “intention” or “willingness”. Different explana-
tions describe these terms [10]. However, Warkentin et al. [11] 
offer a broader description of online government adoption, 
characterizing it as “the intention to engage in e-government”, 

including the intention to obtain information and to ask for 
administrative services online. 

Exploring of the variables that impact human attitudes 
and convictions regarding the adoption of informational tech-
nology, such as electronic services, has become a subject of 
interest to scholars. Literature has been analyzed in depth and 
we have discerned a series of theoretical models that have 
been constructed to elucidate on the technological adoption 
process. Among them:

• Theory of Reasoned Action (TRA) [12];
• The Theory of Planned Behavior (TPB) [13];
• The Theory of Acceptance Model (TAM) [14]. 

However, TAM, first introduced by Davis from 1986, has 
been used extensively by scholars in their studies of user 
acceptance of technology [15] because it offers a simple 
model that can be suitable to any situation [16] and allows 
its extension with external variables that represent individual 
or organizational peculiarities. With more than 700 quotes 
from its original model [16], various exploration efforts have 
employed the TAM by integrating supplementary factors or 
alternative theoretical frameworks to analyze the acceptance 
of electronic public services. 

Carter and Belanger [17] integrated the DOI framework 
with the TAM to construct a theoretical model that explores 
the drivers inducing the acceptability of electronic gover-
nance. In several prior studies, the TAM was integrated with 
the constructs of perceived confidence and risk in order to 
offer a comprehensive perspective on the adoption of e-
government services. Thus, these undertakings have imparted 
a broader and more varied stance on the approval of digital 
government amenities [18]. 

The TAM has experienced considerable evolution to 
clarify the intricacies of human interaction concerning the 
acceptance or resistance of technology [15]. In his inspiring 
research, Davis [14] postulated a focal role for the drivers of 
perceived utility and perceived ease of use act a fundamental 
function in shaping the acceptability of technology by users. 

Davis posits that computer users’ attitudes, intentions, and 
perceived behavior are influenced by both their perceptions of 
usefulness (PU) and their perceptions of ease of use (PEOU). 
PU describes the extent to which a user feels that using a 
particular system could have a favorable or positive effect on 
his job. 

Conversely, PEOU could be understood as an individual’s 
estimation of the effort needed to utilize a particular tech-
nology (see Fig. 1).

Given the aforementioned circumstances, coupled with the 
absence of a universally applicable framework that accom-
modates diverse technologies, cultures, civilizations, and
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Fig. 1 Lasted version of the 
TAM (Venkatesh and Davis,  
1996)

domains, particularly in less developed nations. The TAM 
has been deemed a robust and commanding framework for 
elucidating and presaging the espousal of technology, and 
our verdict has been bolstered in support of this paradigm 
[19] thus allowing it to embrace variables specific to our 
sociocultural context. 

The current inquiry utilized three essential constructs of the 
TAM, including intention to use, perceived ease of use, and 
perceived usefulness, to illustrate the application of electronic 
services provided by MUA among their users. Thus, resulting 
in the following assumptions: 

H3: It appears there may be a correlation worth exploring 
among the perceived ease of use and the perceived use of 
online services provided by the MUA. 
H4: The relationship observed seems to be significant in 
terms of perceived ease of use and motivation to use MUA 
online services. 
H5: It is interesting to note the confirmed correlation 
concerning perceived usefulness and the willingness to 
use MUA technological offerings. 

3.2 Other Contributing Factors 

The proposed model offered in our research contracts the 
TAM by introducing three additional concepts, namely user 
satisfaction, trust, and social influence as well as a range of 
important demographic variables. 

Demographic Factors 

Studies have shown that personal characteristics, including 
but not limited to gender, age, educational level, and internet 
experience, can affect technology acceptance [10, 20]. Older 
people tend to be more uncomfortable using modern tech-
nologies and may be unwilling to adopt them. Furthermore, 
women might be more likely not to use specific technologies, 
especially those traditionally associated with men. People 
who are more educated are more familiar with technology and 
adopt it more quickly. Comprehending these variables proves 
to be advantageous in discerning the elements that impact the 
conformity or opposition of the system. 

The incorporation of individual differences as moderating 
variables has been employed to assess their potential influ-
ence on the connection between determinants and acceptance 
of electronic services by Urban Agencies. As a result, the 
following assumptions were made: 

H1: The perceived ease of use of electronic services given 
by the MUA is significantly influenced by demographic 
variables. 

H1a: There is a tendency for women to receive lower 
evaluations compared to males in terms of their judg-
ment of the ease of use of online government services 
offered by Urban Agencies. 
H1b: The older population tends to provide lower 
ratings to the user-friendliness of government online 
services presented by the MUA in comparison with the 
younger demographic. 
H1c: Level of education is probably an encouraging 
influence on the perceived ease of use of online 
government services provided by the MUA. 
H1d: The past experience of utilizing web-based plat-
forms will have a good outcome on the perceived ease 
of use of MUA e-administration. 

H2: Demographic factors exert a strong stimulus on the 
perceived usefulness of an MUA online service. 

H2a: Women have a lower predisposition compared 
to men in evaluating the perceived use of online 
administrative services provided by Urban Agencies. 
H2b: Older people will be less likely to evaluate the 
perceived utility of online administration services of 
Urban Agencies than the young generation. 
H2c: Educational level will influence the perceived 
utility of online administrative services provided by 
the Urban Agencies. 
H2d: Previous experience of using the Internet is likely 
to develop a more optimistic outcome on the perceived 
usefulness of online administrative services provided 
by Urban Agencies. 

Social Influence 

Implementing eGovernment services in underdeveloped or 
Arab countries tends to be different from doing so in more 
developed countries, owing to the influence of cultural norms,
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historical traditions, religious beliefs, and societal values on 
the process and also by the social influence that comes from 
the discipline of psychology the concept denotes an indi-
vidual’s comprehension that the majority of individuals who 
hold significance in their life hold a certain stance on whether 
they should or should not embrace a particular conduct [12]. 

Given the significance of examining the impact of the 
social environment on the usability of ICT services, the 
current inquiry examined the consequences of social aspects 
on the implementation of electronic services provided by 
Urban Agencies. It is improbable that individuals would 
encounter a feeling of compulsion to comply with the antici-
pations of others who consider the implementation of a novel 
system as vital [21]. The impact might be imposed by the 
individual’s personal or professional milieu, encompassing 
factors such as family, friends, colleagues, supervisors, and 
so on. 

Therefore, we have made the following assumptions: 

H6: The concept of social influence was shown to have a 
favorable effect on the perceived usefulness of e-services 
offered by MUA. 
H7: The phenomenon of social influence exerts a bene-
ficial impact on individuals’ desire to utilize electronic 
services provided by MUA. 

User Satisfaction 

A recent approach to the deployment of e-services in public 
bodies is introduced, where the measurement of quality is 
determined by the satisfaction of citizens. This approach 
could be considered innovative. 

In contemporary public administration, it has become 
increasingly indispensable to possess a comprehensive 
requirement of possible citizens and their cognitions. This 
is of utmost importance in furnishing the most exceptional 
services to the citizens. Therefore, scrutinizing the quality 
of virtual services can be an indispensable element in eluci-
dating the acceptance of e-services. This investigation could 
aid in determining whether users would persist in availing of 
the digital system or not. In the online administration envi-
ronment that may differ from the conventional environment, 
users can acquire new practices by using e-services and may 
not be satisfied with the services offered unlike conventional 
ones [22] and therefore do not use them, so customer-focused 
e-services and quality of service are sought after. 

Assessing service excellence is essential in determining 
customer satisfaction with the service experience. Assessing 
the level of customer satisfaction derived from the service 
experience holds immense significance in this evaluation, 
and the realm of e-government, it is a rate to which an 

Table 1 Servqual measures 

Servqual measurement Definition 

Reactivity The perception of the service 
provider’s attentiveness and 
helpfulness as perceived by the 
client 

Reliability The capacity to deliver the 
committed service reliably and 
precisely 

Empathy The company’s care and attention 
to its customers 

Source Table adapted from (Parasuraman et al. 1988) 

online administration portal or website allows effective access 
to online public services to help citizens and complete 
their transactions with the government, to evaluate customer 
satisfaction with service quality. 

Parasuraman et al. [23] established the SERVQUAL scale 
which is composed of five dimensions that include real 
elements, dependability, promptness, self-confidence, and 
understanding, which collectively provide a comprehensive 
framework for measuring service quality; this measure has 
been extensively tested by researchers, but only three of them 
apply to e-service quality [24] (see Table 1). 

Consequently, the present research endeavors to put 
forward the subsequent suppositions: 

H8: The perceived usefulness of using an electronic 
service from the Urban Agency has an encouraging result 
on user satisfaction. 
H9: Ease of use when using an Urban Agency electronic 
service has an encouraging result on user satisfaction. 
H10: Enhancing the perceived quality of electronic 
services offered by Urban Agencies is expected to posi-
tively impact consumer satisfaction. 

H10.1: There is a clear and direct correlation respon-
siveness and user satisfaction in respect to the e-
services offered by the Urban Agency. 
H10.2: The dependability of the Urban Agency’s e-
services is positively correlated with user satisfaction. 
H10.3: A strong and positive relationship is present 
in empathy and user satisfaction with the e-services 
delivered by the MUA. 

H11: The uptake of MUA e-services is positively influ-
enced by user happiness. 

Trust 

Most of the studied literature underscores the importance of 
trust to be a basic driver toward the adoption of electronic
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services. These studies underscore the essential role that trust 
plays in the choice-executive process of individuals [6, 25]. 

Carter and Bélanger [17] has been asserted that a signif-
icant obstacle to the broad acceptance of electronic services 
is the dearth of confidence and trust, specifically concerning 
privacy and security of personal records and financial data. 

Citizens are worried about exposing their sensitive 
personal data to the authorities via the vastness of the web, 
as they are wary of the potential abuse of their data and the 
infringement of their privacy. 

Bélanger and Carter [26] propose two forms of trust in 
the field of online government. First, trust in government is 
linked to the perceived ability of an institution to provide 
reliable online services that prioritize privacy and security. 

Second, trust in the net is correlated with citizens’ aware-
ness of the various elements within the organizational frame-
work, such as organization, regulation, and legislation that 
make for a sense in security and safety [27]. 

Thus, the following assumptions are stated: 
H12: The presence of trust is expected to create a favor-

able impression on individuals’ intention to utilize electronic 
services provided by MUA. 

H13: The level of trust has a beneficial influence on the 
perceived utility of electronic services provided by MUA. 

4 The Conceptual Model 

The factors previously mentioned, and the hypotheses put 
forward allowed us to build our conceptual framework (see 
Fig. 2), which considers the concepts debated and incorpo-
rates different concepts from different subjects like sociology, 
information structures, and public management. 

5 Conclusion 

The emerging field of e-government has resulted in substan-
tial transformations in the dynamics of interaction between 
governments and citizens, as many nations strive to enhance 
citizen use of public electronic service. In this way, today 
we are witnessing the commitment of administrations and 
authorities to understand and meet the needs of their bene-
ficiaries to satisfy them, as the citizen has moved from the 
position of a citizen to a customer. Governments want to 
increase the delivery of public services, foster progressive 
engagement with business, provide simplified accessibility to 
information, and optimize government management through 
the use of efficient public administration practices [22]. 

This academic article presents a research model that can 
clarify the various determinants that may be influencing 
the uptake of electronic services among Urban Agencies 
in Morocco. The proposed inquiry model is securely estab-
lished in the extensively recognized and empirically authen-
ticated TAM. Using this hypothetical foundation, the writers 
intend to present a thorough knowledge of the basic aspects 
that might either hasten or impede the incorporation of e-
services in this framework, thus making a contribution to the 
present literature in the realm of information systems. The 
factors borrowed are intention to use, perceived usefulness, 
and perceived ease of use. Other drivers considered useful 
were trust, user satisfaction, and social influence. In addi-
tion, demographical drivers were incorporated as a set of 
moderators in the model. Also, empirical work is currently 
underway through a questionnaire survey targeting users of 
the Urban Agencies’ e-services to test the research model 
produced through econometric modeling.
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Fig. 2 Research model (self-made) 
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Abstract 

This study examines the role of artificial intelligence in 
Industry 4.0 by merging a review of global literature with 
in-depth interviews conducted with Moroccan engineering 
students from a state school in Kenitra and Tangier. The 
literature review points out key trends and challenges from 
improvements in production efficiency, predictive main-
tenance, and quality control to difficulties with technical 
integration, skills shortages, and data security. In parallel 
the interviews provide insights into the theoretical opin-
ions of students regarding the ongoing industrial changes 
and reveal a gap between global trends and local educa-
tional practices. Finally, the findings suggest that while AI 
has the potential to significantly enhance industrial opera-
tions, many obstacles remain before its full benefits can be 
realized. Addressing these challenges and research gaps is 
crucial for ensuring that AI can ensure a sustainable growth 
and innovation across industries. 
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1 Introduction 

Artificial intelligence and Industry 4.0 are changing how oper-
ations are managed. Integrating AI into the industrial sector 
offers many possibilities for efficiency and improvement, but 
it also presents several challenges that need to be addressed. 
To gain a practical perspective on these issues, we conducted 
interviews with five students, focusing on their point of views 
regarding AI and Industry 4.0. Their answers covered topics 
ranging from definitions to the expected benefits of AI appli-
cations. This study summarizes the main points from those 
interviews, highlighting key application areas, challenges, 
commonly used methods, and potential gains. It also checks 
if the students’ responses match global trends, providing 
insights into how Moroccan students perceive these devel-
opments. Focusing on these perspectives, this work helps us 
understand the ongoing transformation of the industrial sector 
as AI continues to advance. 

* 

2 AI and Industry 4.0 

2.1 Global Adoption Trends 

In literature, we find that the definition of Industry 4.0 is the 
fourth revolution following automation, marked by the intro-
duction of new technologies such as the Internet of Things 
with AI, digital twins, augmented and virtual reality, and 
Big Data [1–3]. This work outlines two distinct phases of 
Industry 4.0 and highlights emerging research directions, 
with a particular focus on practical manufacturing applica-
tions. It examines the latest trends in Intelligent Autonomous 
Systems and emphasizes key AI developments along with 
their benefits, challenges, and uses within Industry 4.0. At 
the same time, it clarifies the fundamental characteristics of
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Industry 4.0, placing it within the broader context of the 
fourth industrial revolution while addressing security risks 
posed by modern digital technologies. An analysis of digi-
talization experiences in China and the United States reveals 
how these leading economies have leveraged technological 
innovation to maintain their competitive edge. Moreover, 
AI especially machine learning and deep learning is being 
applied across various regions to improve production effi-
ciency, quality control, and predictive maintenance. In the 
area of industry 4.0 and sustainability, some companies prior-
itize operational efficiency, which can indirectly benefit the 
environment, while others explicitly embrace eco-friendly 
innovations. In general, companies in the eastern regions 
tend to prioritize efficiency, Western firms tend toward envi-
ronmental objectives, and companies in Africa and South 
America are still in the early stages of integrating Industry 4.0 
with sustainable practices. Despite these trends, Industry 4.0 
has yet to fully evolve into a catalyst for sustainability-based 
business models on a global scale. 

2.2 Challenges Identified 

Several works highlight significant obstacles that must be 
addressed for AI to fully realize its potential in Industry 4.0. 
Also, we found that deep learning DL holds promise for Indus-
trial Internet of Things IIoT applications, it also presents 
hurdles such as algorithmic complexity and data handling 
requirements that need further exploration [4]. Decision-
making approaches, spanning strategic to real-time levels, 
can be hindered by obstacles related to rapid information 
processing and organizational readiness [5]. Additionally, 
during our research multiple studies underscore a range of 
impediments to AI adoption, including IT infrastructure limi-
tations, shortages of qualified personnel, data quality issues, 
ambiguous business cases, and regulatory constraints [6]. 
These issues often leave industries at modest Technology 
Readiness Levels TRL 3–4 for AI infrastructure and 3–6 for 
software platforms, necessitating tailored recommendations 
to advance higher TRLs. 

Although industries share similar difficulties, the solu-
tions are frequently sector-specific, complicating efforts to 
transfer best practices across different domains [7]. Indeed, 
industrial AI has proven advantageous, but various technical 
and operational barriers persist [8]. The same holds true 
at a broader level, where the widespread integration of AI 
faces notable challenges and open questions [9]. In practice, 
machine learning methods dominate AI initiatives in Industry 
4.0 used in 41% of the cases studied and Python emerges as 
the primary tool for simulations; however, these approaches 
still encounter gaps in product quality control and other 
operational aspects [10]. Vision systems, for instance, show 

promise when combined with machine learning, yet inte-
grating such solutions into mechanical engineering contexts 
introduces unique technical and methodological hurdles that 
demand further investigation [11]. 

2.3 Research Gaps and Conclusion 

In summary, we found that the literature reveals several clear 
research gaps in Industry 4.0. There remains a need to better 
tackle issues in predictive quality and to standardize effec-
tive solutions [12]. Although examples like the LEGO factory 
using explainable AI show what is possible, further work 
is needed to integrate these methods into everyday indus-
trial practice [13]. Predictive maintenance, while critical, still 
requires refinement [14], and despite a broad understanding 
of Industry 4.0, practical implementation challenges persist 
[15]. In the same way we found that for the decision-making 
frameworks from strategic planning to real-time actions face 
significant obstacles also, and while innovative approaches 
such as combining AI with blockchain are promising, they 
must be validated across sectors [16, 17]. Many comparative 
digitalization studies indicate that countries like China and 
the United States are leading, highlighting the need for more 
global comparisons, example of the study [3]. Moreover, even 
though hybrid models like CNN–SVM have achieved high 
accuracy in specific tasks, scaling these solutions remains 
an open question [18]. Finally, we noticed that the research 
into the link between Industry 4.0 and sustainability shows 
two distinct paths with regional differences, yet a unified, 
sustainability-driven approach is still missing [19]. 

In conclusion, we found that the global adoption of AI 
in Industry 4.0 presents many opportunities to improve the 
productivity and operational excellence. And also, there 
are many significant challenges and research gaps must be 
addressed. Based on many studies cross different sector, 
promoting human–machine collaboration, and ensuring 
robust data governance, future research can open the way for 
more effective, sustainable, and secure industrial AI applica-
tions. This synthesis serves not only as a reflection of current 
trends and challenges but also as a roadmap for future inquiry 
in the field. 

In addition to our research which was conducted to capture 
these global trends, challenges, and research gaps a series of 
interviews were carried out with Moroccan students to gain 
local insights and practical perspectives. 

3 Methodology 

Qualitative studies include all studies using qualitative 
methods for the collection and description of qualitative data. 
In this article, we perform a qualitative analysis to analyze the
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interviews conducted with 5 persons interviewed in the field 
of industry. 

To do our interviews we determined the sample of our 
interview by specifying its characteristics and its area of 
specialty then we determine the type and characteristics of 
the interview and the analysis tools used. And we follow 
steps: 

3.1 Data Collection 

The interview, as its name suggests, involves an interviewee, 
a facilitator, and a discussion. The reasons that motivate the 
choice of device, the selection of partners, and the nature of 
the interactions will have an impact on the type of data to be 
collected and the way to analyze it. Let’s take a closer look at 
those implications. 

3.1.1 Preliminary Questions 
The accumulation of methodological details observed in the 
works is induced by the addition, over the years, of motifs, 
nuances, objectives, diversified uses that the use of the inter-
view has generated. One of the first responses is to determine 
why interviews must be conducted. This response will affect 
further data collection. 

3.1.2 Characteristic of Sample 
The number of people is 5 who have a medium and high 
knowledge in the field. These are 3 engineering students in 
industrial engineering, 1 industrial engineer with 5 years of 
experience in the automotive field, 1 student in the 2nd year 
of the master’s degree in “Intelligent Industry and Digital 
Technology”. As for the number of groups, no details are 
given. Economic proximity, available funds, availability of 
people, political function, role, impact or cultural environ-
ments, proximity to actors, traditions imperatives can mark 
out the constitution of the sample, which can be described as 
intentional. 

3.1.3 Characteristic of Interview 
This is an interview with 5 engineering students from a state 
school in Kenitra and Tangier in Morocco. We asked ques-
tions to extract information using the guide mentioned above. 
His interviews were individual and direct with a duration of 
20 min. 

3.1.4 Role of the Animator and Consideration 
of His Interventions 

The role devolved to the animator is the subject of many 
details in the manuals and it is so heavy and contrasted that 
few would dare to venture into it without a long preliminary 
training. 

Thus, the role of the facilitator is on two intertwined levels: 
maintaining communication and the socio-affective climate 
of the discussion and focusing on the cognitive tasks that the 
structuring of group thinking calls upon. 

3.2 Data Processing 

This second part deals with the preparation of the corpus of 
data and their analysis. Qualitative research involves a wide 
range of types of data analysis, regardless of the apparatus 
used to collect them. 

3.2.1 Preparation Phase 
In a qualitative approach to research, data preparation can 
involve several major steps, such as. 

3.2.2 Re-Transcription 
Audio and video recordings often need to be transcribed for 
easier analysis. To do this, you have to listen again and then 
write or use voice dictation tools. 

3.2.3 Choose the Unit of Analysis 
The unit of analysis is the element you choose for the anal-
ysis of your data in a qualitative approach. It can be words, 
sentences, paragraphs, sections of a text, or full transcripts of 
interviews. The choice of unit of analysis depends on study 
and the objectives of the research. 

3.2.4 Prepare Tools for Coding 
It is very useful to review the frames of reference, the 
research questions, the objectives, the hypotheses, which 
often emerged during the collection. 

3.2.5 Analysis Phase 
Coding, categorizing, describing, and then modeling or theo-
rizing are actions that all researchers, regardless of the type 
of data they consider, must do to understand the phenomenon 
they are investigating. We will specify, in passing, the 
elements to be considered with regard specifically to group 
interviews while giving a brief overview of the operation 
itself. 

3.2.6 Coding 
Coding involves assigning codes or categories to transcribed 
data. It is a classification process that helps identify recurring 
themes and patterns in data. 

3.2.7 Data Organization 
The coded data should be organized in such a way that it can 
be easily consulted and analyzed.
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3.2.8 Verification and Validation of Data 
The results are checked and validated to ensure their reliability 
and validity. This may involve checking the transcript, clar-
ifying ambiguous codes, and validating conclusions drawn 
from the data. 

4 Results 

During the analysis of the interviewees content, it was found 
that an employee has a different and more in-depth perspective 
on the subject in question compared to a student. This is due 
to their professional experience, which is more extensive and 
expertise in their field, making their answers more precise and 
focused on the practical applications of the subject. For the 
students with less professional experience, but a more theoret-
ical knowledge of the subject, learned through their studies. 
This made their answers more focused on concepts and theo-
ries, without necessarily focusing on practical applications 
(Table 1). 

Our results, show us that the most of the respondents 
answered that maintenance and manufacturing is the field 
most concerned with AI compared to other fields. To illustrate 

Table 1 List of interviews 

Student Gender Diploma Age 

Student-1 M Master’s degree 23 

Student-2 M Industrial 
engineering 

23 

Student-3 F Master’s degree 22 

Student-4 F Master’s degree 22 

Student-5 M Industrial 
Engineering 

28 

the results of this survey, a chart is presented that visualizes 
the fields mentioned by the interviewees. 

To go more in depth, we try to identify the key for arti-
ficial intelligence techniques, we conducted a new anal-
ysis. As a result, we found that most of the interviewees 
mentioned machine learning, deep learning, and computer 
vision. These areas are considered essential for AI develop-
ment and have continued to progress in recent years. Machine 
learning enables computers to learn and improve without 
explicit programming, while computer vision allows AI to 
interpret and interact with the visual world. This analysis 
highlights the significance of these technologies in AI devel-
opment and shows us that their advancements will continue 
to have a major impact on both industry and society (Figs. 1 
and 2). 

During our interviews and when we asked each student 
about what they considered to be the key skills for successful 
AI application, each of the interviewees gave a different 
answer. Some people focused on the need for a solid under-
standing of statistics and machine learning, while others 
highlighted the importance of data understanding and the 
ability to manage it. Others still emphasized the need for a 
solid understanding of algorithms and the ability to imple-
ment them effectively. It is clear that to succeed in AI appli-
cation, it is important to have a combination of technical 
skills and domain understanding (Fig. 3).

Our corpus was analyzed with NVIVO in order to 
measure the quality of results and choose the most 
frequently occurring words in each article. The results 
of our query revealed that the most important words were 
“Industry,” “Manufacturing,” “Data,” and “learning,” which 
means that the answers are within the context of the topic 
and the interviewees have more information about the 
subject. On the other hand, textual research is an approach

Fig. 1 Students’ answers: AI 
application area
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Fig. 2 Techniques of AI

Fig. 3 Word cloud

to research that focuses on the analysis of texts to under-
stand the meanings and perspectives of authors. Our results 
in Nvivo based on this query can be used to generate conclu-
sions and recommendations in order to make an important 
contribution to understanding the authors’ perspectives and 
meanings (Table 2). 

Because of their similar academic backgrounds, students 
in industrial engineering and M2 programs have strong 
similarities (above 0.8) according to the correlation anal-
ysis, while students at different educational stages have 
moderate correlations (0.7–0.8), which reflect both impor-
tant differences and some commonalities. Finally, other 
students without experience and (student-5) with job expe-
rience have lower correlations (below 0.7), which empha-
sizes how viewpoints change once one enters the workforce. 
We can conclude that experience and educational attainment 
have a big impact on answers, with students expressing opin-
ions that are more in line with those of seasoned profes-
sionals. 

Table 2 Pearson correlation table 

Interview A Interview B Pearson 
correlation 
coefficient 

Observation 

Student-2 (IE) Student-1 
(Master) 

0.873895 Strong 
correlation 

Student-3 
(Master’s) 

Student-1 
(Master) 

0.869004 Strong 
correlation 

Student-3 
(Master’s) 

Student-4 
(Master’s) 

0.848446 Strong 
correlation 

Student-4 
(Master’s) 

Student-1 
(Master) 

0.789884 Moderate 
correlations 

Student-3 
(Master’s) 

Student-2 (IE) 0.787734 Moderate 
correlations 

Student-4 
(Master’s) 

Student-2 (IE) 0.729912 Moderate 
correlations 

Student-4 
(Master’s) 

Student-5 (IE 
with 
Experience) 

0.630309 Lower 
correlations 

Student-3 
(Master’s) 

Student-5 (IE 
with 
Experience) 

0.626461 Lower 
correlations 

Student-5 (IE 
with 
Experience) 

Student-1 
(Master) 

0.620685 Lower 
correlations 

Student-5 (IE 
with 
Experience) 

Student-2 (IE) 0.604278 Lower 
correlations 

5 Discussion 

A discussion was conducted with the individuals who were 
interviewed to gain an understanding of the challenges and 
limitations of AI applications in Industry 4.0. The responses 
varied and provided a comprehensive outlook on the subject, 
highlighting the different perspectives and opinions on the 
potential and limitations of AI in the fourth industrial revolu-
tion. These insights will be useful in determining the future 
direction of AI in the industry and ensuring that its integration 
is both effective and efficient. 

Here we can summarize the challenges and limitations of 
AI for Industry 4.0, based on the answers of the interviewees. 

(Student1) highlighted the complex and costly integration 
of AI into existing industrial systems as a challenge, while 
limitations include the reliability and security of AI systems 
and the understanding of complex contexts and manage-
ment of uncertainties. (Student2) listed improved efficiency 
and productivity, informed decision-making, and customiza-
tion of products as challenges, while limitations include the 
impact on employment, security of systems, quality of data, 
regulation, and ethical issues. (Student3) emphasized the 
importance of high reliability of input data and clarity of
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processes and transparency. (Student4) mentioned predic-
tive maintenance and optimization of production processes 
as challenges, while limitations include impact on employ-
ment, ethical issues, and the need to manage limitations 
to maximize benefits and minimize risks. (Student5) also 
discussed improved efficiency and productivity, informed 
decision-making, and customization of products as chal-
lenges, but highlighted limitations such as the quality of data 
used, regulation, impact on employment, and ethical issues. 

During the interviews, students emphasized that the 
expected gain from the implementation of AI in Industry 
4.0 is difficult to predict with precision. According to studies 
and research, AI offer many benefits for Industry 4.0, such 
as improving efficiency and productivity, reducing costs, 
increasing product quality, and better decision-making. The 
students also indicated that the gain would depend on many 
factors such as the industrial sector, the type of process 
targeted, the quality of available data, and the internal 
capabilities of the company. Specific use cases involved 
companies will also play an important role in determining 
the expected gain. Although the gain is difficult to quan-
tify, it is possible to give a general idea by examining 
concrete examples, such as real-time data processing, which 
can bring significant time savings for data synthesis and 
sharing. 

6 Conclusion 

Based on our literature reviews and the interviews, we can 
conclude that it’s evident that AI will continue to transform 
Industry 4.0 in significant and high ways. Our research high-
lights both the promising potential of AI through improve-
ments in predictive maintenance, production efficiency, and 
decision-making and the critical challenges that must be 
addressed, including technological integration, workforce 
training, and data security. In parallel, during the interviews 
most of the answers from the interviewed participants offer 
valuable, real-world insights into how AI can bring tangible 
benefits to manufacturing and beyond, by driving innova-

tion, optimizing processes, and enhancing overall operational 
effectiveness. Together, these findings illustrate a future where 
AI not only supports industrial advancements but also creates 
new opportunities for businesses and consumers. Ultimately, 
bridging the identified research gaps and overcoming current 
challenges will be essential for fully harnessing AI’s capabil-
ities, so ensuring that Industry 4.0 delivers on its promise of 
sustainable, efficient, and innovative growth. 

Appendix 

Interview guide 
Duration: 20 Min 
Student Diploma 
Platform: Google Meet 

Interview Structure 

1st—Introduction and Presentation of the topic. 
2nd—Explain how the interview will be recorded and 
analyzed and used in the study. 
3rd—Question/Answer. 

Main Interview Questions

• What do you know about AI?
• What is Industry 4.0?
• What is the impact of AI on Industry 4.0?
• Why should I implement AI solutions in Industry 4.0?
• What future in the face of the AI invasion?
• What are the AI techniques in Industry 4.0?
• What are the areas most affected by AI in Industry 4.0?
• What are the key skills for successfully applying AI in 

Industry 4.0?
• What are the challenges and application limits of AI for 

Industry 4.0?
• How much do you estimate the gain expected by the 

implementation of AI in Industry 4.0? (Table 3).
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Table 3 Interview verbatim 

AI Industry 4.0 The impact of AI on 
Industry 4.0 

AI solutions in Industry 
4.0 

AI invasion 

Student1 Field of computer 
science that aims to 
create computer 
programs that can 
perform tasks that 
normally require 
human intelligence 

Term that describes the 
use of advanced 
technologies, such as 
automated 
manufacturing systems 
and automated control 
systems, to improve 
manufacturing 
processes 

Enabling companies to 
automate, optimize 
manufacturing 
processes, demand 
forecasting, predictive 
maintenance, and 
quality management 

Improved efficiency, 
informed decision 
making, customization 
of products, Predictive 
maintenance, process 
optimization 

Numerous applications 
in different fields, but 
there are also concerns 
about its impact on 
employment and 
security 

Student2 AI is a field of 
engineering focused on 
the development of 
intelligent machines 
that can perform tasks 
that typically require 
human intelligence, 
such as visual 
perception, speech 
recognition and 
translation between 
languages 

Industry 4.0 refers to 
the fourth industrial 
revolution, which 
emphasizes the 
integration of advanced 
technologies, including 
artificial intelligence 
and the Internet of 
Things into 
manufacturing and 
other industries 

AI has a significant 
impact on Industry 4.0 
by enabling new levels 
of automation, 
efficiency, and 
decision-making 

Implementing AI 
solutions in Industry 
4.0 can lead to 
increased productivity, 
improved quality, and 
reduced costs 

The future of AI is 
uncertain, but it is 
expected to continue to 
play a major role in 
various industries, 
including Industry 4.0 

Student3 AI is a set of techniques 
that allow a machine to 
perform tasks that 
normally require 
human intelligence 

It is the application of 
advanced technologies 
such as AI, Internet of 
Things, and 3D printers 
to improve the 
performance, quality, 
and flexibility 

Data analysis, machine 
learning and the 
security of industrial 
systems 

Make factories more 
efficient, more flexible, 
and smarter 

It can offer many 
advantages for 
education, transport, 
and production 

Student4 Is a branch of computer 
science that allows 
systems to learn and 
perform tasks normally 
associated with human 
intelligence 

It is the use of advanced 
technologies to 
improve manufacturing 
processes and supply 
chains in industry 

Automate repetitive 
tasks, improve quality, 
and increase the 
efficiency of their 
production processes 

Machine monitoring, 
fault detection, 
analyzing production 
data and real-time 
decision-making 

It can improve health 
care, road safety, 
communications, and 
businesses 

Student5 It is a computer 
mathematical discipline 
that knows how to 
make the decision 
without human 
intervention 

It is the 4th evolution of 
the industry which aims 
to use interconnected 
systems, and which 
allows us to 
communicate in real 
time 

Revolutionizes and 
facilitates the way of 
data processing 

To minimize time, 
mudas, maximize 
profit, reduce 
headcount 

It’s already been 
experienced, and the 
change has already 
started in the world ex: 
open Ai 

AI techniques Application field Key skills for 
successful application 

Challenges and 
application limits 

Expected gain 

Student1 Machine learning 
computer vision 
Automatic natural 
language processing 

Manufacturing 
processes, 
transportation, logistics 
and supply chains 

Competencies in 
mathematical and 
statistical skills, 
programming skills and 
computer knowledge 

Challenges: predictive 
maintenance and 
optimization of 
production processes. 
Limits: its impact on 
employment and 
ethical considerations, 
minimizing risks 

Improved efficiency, 
productivity, lower 
costs, better product 
quality and better 
decision-making

(continued)
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Table 3 (continued)

AI techniques Application field Key skills for
successful application

Challenges and
application limits

Expected gain

Student2 Deep learning, 
computer vision, and 
natural language 
processing 

Manufacturing, 
logistics and healthcare 

Data science, machine 
learning, and 
programming 

Challenges and 
limitations of 
implementing AI in 
Industry 4.0 include 
ethical concerns, data 
privacy, and the 
potential for job loss 
due to automation 

The expected gain from 
implementing AI in 
Industry 4.0 is difficult 
to estimate, but it is 
likely to vary 
depending on the 
industry and the 
specific application 

Student3 Robotics, machine 
learning, data analysis 

Maintenance, 
manufacturing, energy, 
finance 

Data competence 
Knowledge of the fields 
of application 
understand AI 

Data quality limits AI 
complexity, requires 
employee training 

It is difficult to give a 
precise estimate of the 
gain 

Student4 Machine learning, 
speech and image 
recognition, intelligent 
robotics, predictive 
analytics 

Predictive maintenance 
automated production 
planning optimization 
of supply chains 
cybersecurity 

Understanding of AI 
and machine learning 
techniques ability to 
collect efficiently and 
reliably. Understanding 
of industrial processes 
and technologies 

Challenges: risks 
related to the reliability 
and security of AI 
systems. limits: 
understand complex 
contexts, unforeseen 
situations, and manage 
uncertainties 

It is difficult to give a 
precise figure to 
estimate the expected 
gain: because it will 
depend on many factors 

Student5 Machine learning, deep 
learning, nature 
language processing 
NLP, treatment images 

Market analysis, 
customer satisfaction, 
trend, forecast 

Having an idea about 
AI and its prerequisites 
at the IT level 

Challenges: reliability 
of data, clarity of 
process and 
transparency 
Limits: intervention of 
the human being for the 
control 

The data processing 
will be in real time and 
the gain will be 
enormous in time for 
the synthesis 
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Improving Battery Utilization and Lifespan 
of an Electric Vehicle: Advanced SOC 
Estimation Via Deep Neural Network 
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Abstract 

Recent advances in artificial intelligence (AI) have revolu-
tionized the capabilities of battery management systems 
(BMS), particularly in the critical task of state of 
charge (SOC) estimation for lithium-ion batteries (LIBs). 
While conventional methods struggle with dynamic oper-
ating scenarios, our research introduces a novel deep 
neural network (DNN) architecture designed to handle 
the complexities of rapid charge–discharge cycles, and 
thermal fluctuations. We focused on developing a real-
time monitoring solution that overcomes the traditional 
challenges of SOC estimation, where battery behavior 
exhibits nonlinear characteristics across varying opera-
tional parameters. Our methodology leverages a compre-
hensive dataset derived from four driving profiles: US06, 
LA92, Highway Fuel Economy Test (HWFET), and Urban 
Dynamometer Driving Schedule (UDDS). The experi-
mental design incorporates an 80–20 split for training and 
testing, with a unique validation approach using randomly 
combined drive cycles to assess real-world adaptability. 
The DNN processes three key input parameters, current, 
voltage, and temperature, to generate an accurate SOC 
prediction. Comparative analysis against the second-order 
RC Equivalent Circuit Model (ECM) with Extended 
Kalman Filter (EKF) demonstrates the superior perfor-
mance of our approach. Our implementation achieves 
remarkable accuracy with a Root Mean Square Error 
(RMSE) below 3.3% and Mean Absolute Error (MAE) 
under 2.6%, representing a significant advancement in 
SOC estimation technology. 
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1 Introduction 

The artificial intelligence (AI) domain has become a trans-
formative force in various sectors in recent years due to its 
ability to provide solutions to a wide range of problems across 
various domains [1, 2]. Notably, AI has found extensive appli-
cation in battery management systems, contributing signifi-
cantly to the advancements in this field. The integration of 
AI technologies has facilitated more efficient and effective 
management of batteries, enhancing their performance and 
safety in various applications. Energy storage systems (ESS) 
have gained critical importance in recent years as the world 
shifts toward renewable energy sources like solar and wind, 
which are inherently intermittent. ESS helps stabilize the 
power grid by storing surplus energy during peak generation 
and releasing it when demand surges, which reduces depen-
dency on fossil fuels. These systems are also key to decen-
tralized energy management, supporting electric vehicles, 
smart grids, and household backup power, thereby promoting 
energy security and sustainability. 

The lithium-ion batteries are becoming increasingly 
popular as a new source of clean energy due to environ-
mental pollution and the energy crisis. Their adoption in elec-
tric vehicles (EVs), plug-in hybrid electric vehicles (PHEVs), 
and hybrid-electric vehicles (HEVs) is driven by their excep-
tional characteristics: superior energy retention, high energy, 
and power density metrics, and extended operational lifespan 
[3]. While these energy storage systems become more preva-
lent, the researchers focus specifically on the critical challenge 
of state of charge and state of health estimation, capacity
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prediction, and safety [4]. Among these factors, accurately 
estimating the SOC is crucial [5]. 

The SOC which represent the remaining capacity available 
on the battery is a key indicator that directly impacts opera-
tional safety and user experience. The accurate estimation of 
the SOC of the lithium-ion battery can prevent over-discharge 
and overcharge, which improves the battery’s service life, 
performance, and reliability. However, the complexity of SOC 
estimation lies in its indirect nature, requiring sophisticated 
interpretation of measurable parameters including voltage, 
current, and thermal readings [6, 7]. 

Several researches have been proposed to obtain an 
accurate estimation of the battery state of charge of elec-
tric vehicles. These methods can be classified into four 
groups: the conventional Coulomb counting method (CCM), 
which tracks current integration over time but it cannot 
handle measurement noise and inaccurate initial SOC; the 
open circuit voltage method (OCVM), is easy to imple-
ment and has high precision for SOC estimation, but is not 
appropriate for online applications; model-based methods 
(MBM), which leverage mathematical representations of 
battery behavior, it takes into account the physical prop-
erties and behavior of the battery [8]; and data-driven 
approaches that employ machine learning (ML) to learn 
the nonlinear relationships between measurement param-
eters (current, voltage and temperature) and SOC, which 
consider the battery as black box and learn its internal char-
acteristics by training the ML model with measurement 
factors [9, 10]. Notably, these methods do not need any 
information about the physical characteristics of the battery. 
Besides that, model-based methods (MBM) are based on 
developing a model that can simulate the battery’s behavior 
under operation [11]. Recently, artificial NN- based methods 
received more attention from researchers all around the 
world. Thanks to the increasing computing power of GPUs, 
the network training time has been significantly reduced 
from months to hours. Additionally, researchers can gather 
vast amounts of training data by collecting field data from 
BMSs. 

Installed on-site and transferring it to the laboratory to 
perform tests with different dynamic loading profiles. With 
a pre-trained model, the estimation can be completed in a 
few milliseconds, which is sufficient for most onboard EV 
applications. This paper examines the implementation of 
Deep Neural Networks (DNN) for SOC estimation, bench-
marking its performance against the established second-order 
RC Equivalent Circuit Model with Extended Kalman filter 
approach. The validation process employs mixed drive cycle 
testing under varying thermal conditions, with performance 
evaluated through RMSE and MAE metrics. The rest orga-
nizational structure of this paper is organized as: Sect. 2 
presents the establishment of the 2nd order RC Equivalent 
circuit model with an Extended Kalman filter (ECM-EKF) 

and the framework utilized for SOC estimation. Section 3 
illustrates the DNN architecture proposed for the estimation. 
Section 4 shows the implementation and the comparison of 
the two methods, and finally, Sect. 5 presents the conclusion. 

2 Second-Order RC Equivalent Circuit 
Model and Extended Kalman Filter 
ECM-EKF 

In this section, we develop the ECM-EKF model-based 
method [12]. First the 2nd order RC equivalent circuit 
model as shown in Fig. 1 contains two parallel RC branches 
connected in series with resistance and input voltage source, 
after that the EKF algorithm is implemented to estimate the 
battery SOC.

The model’s output V (k) equation establishes a connec-
tion between the open circuit voltage VOCV in function of 
SOC and the voltage drops across the elements, according to 
Kirchhoff’s laws, the output voltage is calculated as follows: 

V (k) = VOCV(SOC(k)) − V1(k) − V2(k) − R0 I (k) (1) 

where

• R0: cell internal resistance
• R1: resistance of the electrochemical
• R2: concentration polarization
• C1, C2: the polarization process of the battery dynamics. 

The state space equation is written as: 

⎡ 

⎢⎣ 
SOC[k + 1] 
V1[k + 1] 
V2[k + 1] 

⎤ 

⎥⎦ = Ak + 
⎡ 

⎢⎣ 
SOC[k] 
V1[k] 
V2[k] 

⎤ 

⎥⎦ + Bk I [K ] (2) 

where 

Ak 

⎡ 

⎢⎣ 
1 0 0  
0 exp(− t/τ1) 0 
0 0 exp(− t/τ2) 

⎤ 

⎥⎦; and 

Bk 

⎡ 

⎢⎣ 
− t/(QN ) 

R1(1 − exp(−T /τ1)) 
R2(1 − exp(−t/τ2)) 

⎤ 

⎥⎦ (3) 

In order to obtain the parameters of the ECM, a param-
eter identification procedure was carried out using the hybrid 
pulse power characterization (HPPC). Table 1 shows the mean 
values of the parameters, for more information see the ref [13].

The SOC-OCV relationship was also taken into account in 
the ECM. The OCV curve was obtained by fully charging the
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Fig. 1 2nd-order RC equivalent 
circuit representation of a cell 
model (ECM)

Table 1 Battery internal 
parameters mean values Parameters R0 R1 R2 C1 C2 

Values 0.01 0.0005 0.0005 20,108 200,448

Fig. 2 SOC-OCV relationship at different temperatures 

battery and then allowing it to rest for several hours before 
measuring the OCV [14]. The SOC was then estimated by 
interpolating the OCV curve beside the Extended Kalman 
Filter (EKF). Figure 2 shows the SOC-OCV relationship at 
various temperatures (0,25,40). 

The widely used EKF algorithm [15], known for its excel-
lent tracking performance of a system state, such as the state 
of charge of Li-ion batteries, by combining a mathematical 
model with measurements of inputs and outputs. The EKF 
utilizes the first-order Taylor expansion to the measured data 
and state function To achieve local linearization. This allows 
for the description of a nonlinear system using the following 
state-space equations, 

Xk = f (xk−1, uk−1) + wk−1 

yk = h(xk , uk ) + vk (4) 

where Xk denotes the state variable of the system: 

Xk = 
⎡ 

⎢⎣ 
SOCk 

V1,k 
V2,k 

⎤ 

⎥⎦ (5) 

yk is the observation of the system Eq. 1. f and h are the 
nonlinear functions of the state and measurement respec-
tively; wk−1 and vk are Gaussian process noise and measure-
ment process noise; also R and Q are measurement and 
process noise covariance respectively. The standard calcu-
lation steps of EKF algorithm are given in Table 2. 

Table 2 Extended Kalman filter algorithm 

Predict 

Step 1 State prediction: Xk = f (Xk , uk ) 
Step 2Error covariance prediction: Pk = Fk Pk FT 

k k + Qk 

Update 

Step 3 Innovation or measurement residual: ỹ = zk − h(xk ) 
Step 4 Innovation (or residual) covariance: Sk = Hk Pk H T k k + Rk 

Step 5 Near-optimal Kalman gain: Kk = Pk H T k S−1 
k 

Step 6 Updated state estimate: x̂k = x̂k−1 + kk ỹ 
Step 7 Updated covariance estimate: Pk = (I − kk Hk )Pk
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Fig. 3 ECM-EKF framework of 
the battery SOC estimation 

where the following Jacobians are used to define the state 
transition and observation matrices: 

Fk = ∂ f 
∂x (xk ,uk ) 

Hk = ∂h 
∂x |(xk ) 

(6) 

The implementation architecture shown in Fig. 3 consists 
of a dual-stage process for SOC estimation. The primary stage 
employs a battery model that processes current and temper-
ature measurements to generate terminal voltage predic-
tions. Subsequently, the EKF stage analyzes the difference 
between predicted and actual terminal voltage measure-
ments to compute the SOC estimation, creating a continuous 
feedback loop for enhanced accuracy. 

3 Deep Neural Network 

Our innovative approach to SOC estimation leverages deep 
learning capabilities, eliminating the need for traditional 
battery modeling [16]. Instead of relying on conventional 

circuit representations, we developed a data-driven frame-
work that captures battery dynamics directly from opera-
tional measurements voltage, current, and temperature (V, 
I, T ) readings. This methodology treats the battery system 
as an encapsulated entity, deriving its predictive accuracy 
from comprehensive charge–discharge cycling data. The 
core of our implementation utilizes Deep Neural Networks 
(DNNs), which represent an advanced evolution of conven-
tional Artificial Neural Networks (ANNs). While traditional 
neural architectures typically employ minimal hidden layer 
structures, our DNN implementation incorporates multiple 
processing layers, enabling sophisticated feature extraction 
and complex pattern recognition. This enhanced architec-
tural depth allows for nuanced mapping of the intricate rela-
tionships between input parameters and SOC estimates. The 
proposed DNN architecture, illustrated in Fig. 4, processes a 
three-dimensional input vector Xk = [Ik , Vk , Tk] comprising 
instantaneous current, voltage, and temperature measure-
ments. Our design employs a fully connected topology with 
three strategically sized hidden layers, culminating in the 
output layer that generates the SOC prediction yk = [SOCk]. 

Fig. 4 Architecture of the 
proposed deep neural network
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To rigorously validate our approach, we implemented a 
dual-metric evaluation framework: Root Mean Square Error 
(RMSE), Eq. 7: Quantifies prediction accuracy by measuring 
the standard deviation of estimation errors. Mean Absolute 
Error (MAE), Eq. 8 provides a direct measure of estimation 
accuracy through absolute deviation analysis. 

RMSE = 
n 

i=1 

yi − ŷi 
n 

(7) 

MAE = 1 
n 

n 

i=1 

y − ŷi (8) 

This comprehensive evaluation methodology enables 
detailed performance assessment, validating both the accu-
racy and reliability of our SOC estimation approach across 
diverse operational conditions. 

4 Results and Discussion 

4.1 SOC Pre-Estimation with DNN 

The study utilized Turnigy Graphene 5000mAh 65C Li-ion 
Battery [17]. Table 3 presents the essential parameters of this 
battery. 

Three dynamic loading profiles were employed to simulate 
real-world driving conditions: US06, UDDS HWFET, and 

Table 3 Battery main specification 

Chemistry LiPO 

Nominal capacity 5 Ah  

Nominal voltage 3.7 V 

Energy density 134 (Wh/Kg) 

Discharge 2.8 V end-voltage, 20A MAX 
continuous current 

Charge 4.2 V, 50 mA end-current 
(CC-CV) fast 

LA92. These drive cycles represent diverse discharge/charge 
patterns commonly encountered in electric vehicles. Approx-
imately 320,000 data points were collected from these tests. 
To prevent overfitting and enhance model generalization, a 
sampling rate of 10 was applied, resulting in one data point 
for every 10 original samples. Before training, the data were 
scaled to [1] to accelerate convergence and improve param-
eter optimization. Figure 5 illustrates the current profiles of 
the US06, LA92, HWFET, and UDDS drive cycles used for 
training. A mixed drive cycle, composed of a combination 
of these four profiles, was created to provide a more repre-
sentative and challenging testing environment for the battery 
model. 

First, a DNN with three hidden layers is trained with four 
drive cycles at (0, 25, and 40 °C). (V, I, T ) are used as input

Fig. 5 Fourth current profiles: 
HWFET, LA92, UDDS, and 
US06 

(a) HWFET (b) LA92 

(c) UDDS (d) US06 
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of the neural network with (tanh) as the activation func-
tion, and SOC as output with RELU as the activation func-
tion. The neural network is trained with 80% of data, while 
the 20% rest is chosen for validation. The mixed data at 
different temperatures of the four drive cycle are used for 
testing. 

In this study, the DNN architecture employed consists 
of 5 layers, the input and the output layer with three 
hidden layers. The first and third hidden layers each contain 
64 neurons, while the second layer has 128 neurons with 
(PRelu) activation, and the output layer with (RELU) activa-
tion. The model was trained for 200 epochs using the Adam 
optimizer, set at a learning rate of 0.01, and optimized with a 
mean squared error loss function, with a batch size of 1000. 

For the comparison, the EKF method is used, and the 
most suitable covariance matrices values of this method are 
concluded after multiple experiments illustrated in Table 4. 

Table 4 Extended Kalman filter covariance matrices values 

Parameters Values 

Rx 2.5e−5 

Px 
⎡ 

⎢⎢⎣ 

0.025 0 0 

0 0.01 0 

0 0  0.01 

⎤ 

⎥⎥⎦ 

Qx 
⎡ 

⎢⎢⎣ 

1e−6 0 0  

0 1e−5 0 

0 0 1e−5 

⎤ 

⎥⎥⎦ 

4.2 Comparison of DNN and EKF Method 
Under Different Temperatures 

Figure 6 shows the state of charge estimation test results of 
the DNN and EKF for a dataset of mixed drive cycles at (0, 25,

Fig. 6 SOC estimation with 
mixed drive cycle at different 
temperatures 

(a) SOC Estimation at: 0 DegC (b) SOC Error at: 0 DegC 

(c) SOC Estimation at: 25 DegC (d) SOC Error at: 25 DegC 

(e) SOC Estimation at: 40 DegC (f) SOC Error at: 40 DegC
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Fig. 7 RMSE and MAE of the 
SOC estimation of the mixed 
drive cycle 

(a) RMSE and MAE at: 0 DegC (b) RMSE and MAE at: 25 DegC 

(c) RMSE and MAE at: 40 DegC 

and 40 °C) with their corresponding estimation errors; the true 
SOC indicates the SOC obtained using the coulomb counting 
method, which was obtained by discharging the battery from 
100% SOC with well-calibrating current sensor to ignore 
the integral error. This figure shows that the DNN method 
is more accurate and stable in SOC estimation compared to 
EKF method for different temperatures.

These bar charts in Fig. 7 shows the RMSE and MAE 
of SOC estimation results of the two models for different 
temperature, for each figure that we see, the first two bars 
illustrate the RMSE and MAE respectively of the DNN model 
and the last two bars for the EKF model, we can observe that 
DNN give good results in different temperatures. 

In comparison with the EKF method for SOC estimation, 
the proposed deep neural network approach presents notable 
superiority. 

While deep neural networks have demonstrated impres-
sive performance in battery state of charge estimation, they 
inherently suffer from limitations in terms of interpretability 
compared to physics-based models. DNNs are complex black-
box models that learn patterns from data without explicit 
consideration of underlying physical principles. This lack 
of interpretability can hinder our understanding of how the 
model arrives at its predictions, making it difficult to assess the 
reliability and robustness of the results. In contrast, physics-
based models are grounded in well-established physical laws, 
providing a transparent and understandable framework for 
SOC estimation. This interpretability allows for a deeper 

understanding of the battery’s behavior, enabling more reli-
able predictions and better diagnostics in various operating 
conditions. 

5 Conclusion 

Lithium-ion batteries continue to play a pivotal role in 
powering electric vehicles, and the necessity for an accu-
rate and dependable battery management system becomes 
paramount. This study introduces a deep neural network for 
SOC estimation, utilizing measurements of current, voltage, 
and temperature. The mixed drive cycle at different tempera-
tures is used for testing the model’s reliability across various 
driving scenarios. Comparative analyses demonstrate the 
superiority of the proposed deep neural network method 
over traditional approaches like the 2nd order RC equiva-
lent circuit model and the Extended Kalman Filter estimation 
method. Impressively, the experimental results showcase that 
the RMSE is less than 3.3% and the MAE is under 2.6%. 

The integration of artificial intelligence techniques into 
battery management systems marks a significant advance-
ment. This innovation facilitates the accurate determina-
tion of SOC, even in demanding scenarios characterized by 
rapid charging or discharging, temperature fluctuations, and 
battery degradation. Consequently, the heightened precision 
in SOC estimation contributes to optimizing battery capacity 
utilization, prolonging battery lifespan, and enhancing overall
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safety. This transformative role of AI underscores its potential 
as a revolutionary force within the domain of battery manage-
ment, poised to reshape the landscape of energy storage and 
electric mobility. 
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Impact Evaluation of School Transport 
Program on Schooling in Rural Areas 
in Morocco 

Fatima Azdagaz, Mariem Liouaeddine, and Omar Zirari 

Abstract 

Improving education in rural areas and reducing school 
dropout rates continue to be significant challenges for 
Morocco’s education system. In this regard, this study 
seeks to evaluate the effectiveness of the social support 
program for schooling, specifically the school transporta-
tion program, on school enrollment and reduction of 
school wastage among students in rural schools. The 
research analyzes evidence based on data from the national 
social support survey implemented by the National Human 
Development Observatory in 2018 through a representa-
tive sample of 3,039 rural and urban households. Through 
the micro-econometric strategy in the propensity score 
matching (PSM) method, the evidence indicates that 
school transportation provision significantly enhances the 
level of school enrollment but, simultaneously, reduces 
dropout and repetition rates of students in rural schools. 
Additionally, the analysis takes into consideration the 
implementation of this public policy, its targeting strategy, 
and the identification of key success factors. This public 
policy analyzes its targeting strategy, and identifies the key 
factors for achieving a high-performance education system 
with universal access and quality. 
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1 Introduction 

Public education policies are significant in increasing the 
enrollment of students while reducing wastage of human 
educational potential at the same time. The policies aim to 
promote equal access to educational opportunity, improve 
instructional quality, and aid disadvantaged students. We have 
explained in this discussion the implication of these poli-
cies and the practices that have been put in place to improve 
academic performance. 

Most significantly, education public policy has a key role in 
the promotion of universal access to education opportunities. 
Through the encouragement of the passage and enforcement 
of laws making free and compulsory education, government 
institutions strive to make children from all socio-economic 
backgrounds enroll in education programs. Inequalities in 
education access are reduced and social inclusion enhanced 
through such policies. 

Additionally, public education policy priority is largely 
focused on improving the quality of teaching. This can be 
achieved through a variety of ways, such as initiating teacher 
training programs, promoting pedagogical skill development 
programs, and endorsing innovative policies in teaching 
approaches. Public policies enable the provision of improved 
educational opportunities to all learners by availing resources 
for teacher professional development and by equipping 
schools with necessary tools. 

Moreover, public educational policies play a significant 
role in preventing school dropouts or early school leavers.
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The phenomenon typically happens as a result of a set of intri-
cate factors, including socioeconomic disadvantages, social 
inequalities, academic problems, or lack of family support. 
Public policies can properly respond to the issues by offering 
support programs to dropout students, implementing preven-
tion initiatives against early school leaving, and initiating 
programs with the aim to increase parents’ involvement in 
educating their children. 

In addition, there is a necessity that social justice and equity 
within the education system be enhanced through public 
education policy. Through adopting policies meant to narrow 
the gap of achievements for various student populations, 
including ethnic minorities, financially challenged students, 
and disabled pupils, governmental organizations can play 
their role in generating a more equitable and diverse schooling 
system. A few of the policies would be the distribution of 
additional resources to schools serving low-income areas, 
the implementation of mentorship programs for students at 
risk, and the promotion of diversity and inclusiveness in the 
curriculum. 

Public education policy is effectively a tool for promoting 
student enrollment and reducing school wastage, particu-
larly in rural and remote areas. Through equal access to 
learning facilities, improvement in the quality of teaching, 
school wastage reduction, and promotion of equity and social 
justice, public education policy provides a learning environ-
ment conducive to educational achievement for all students. 
Thus, it is crucial that government departments continue to 
invest in these policies and develop good systems to deliver 
education and achievement to every child. 

In light of the above background, the aim of the current 
study was to quantify the effect of the public school transport 
policy in rural communities for increasing enrollment rates 
among the affected population and avoiding school wastage. 

2 Literature Review 

2.1 Theoretical Framework 

State intervention and education policies have been the 
source of great debate and controversy. The state’s role in 
making schooling possible socially lies at the center of this 
controversy. Different theories express various viewpoints, 
ranging from proposing a large extent of state intervention 
in the management of the economy to no intervention at 
all. This essay discusses five such theoretical frameworks, 
their underlying principles, their major proponents, and their 
implications for educational policy. In particular, we will 
discuss the perspectives of socialism, distributive justice, and 
socio-liberalism. 

Socialists, as exemplified by Engels [1], are prone to 
uphold an active state intervention in most spheres of 

human existence, including education. There is a fundamental 
assumption in this model that the state has to play an active 
role in ensuring equitable access to quality education for all, 
especially with the aim of narrowing socioeconomic dispar-
ities. To the supporters of socialism, education is a right and 
need not be determined by economic affordability but by need 
and merit. 

Within a socialist context, it’s up to the state to secure the 
provision of free and equal public education financed from 
public sources and managed by the government. Its primary 
goal is to equip each individual with an equal prospect for 
accessing schooling services and facilities in comparison with 
his or her fellow citizens regardless of their place and socioe-
conomic background. Through investing in education, the 
state can be in a position to facilitate the development of a 
more democratic and equitable society where every individual 
is afforded the opportunity to achieve their fullest potential. 

The distributive justice theory, as presented by Rawls [2], 
examines the fair distribution of resources and opportunities 
in a social setting. Rawls, a key exponent of this theory, argues 
that the state has to have a role in making quality education 
accessible to all individuals, especially the disadvantaged. 
Rawls also devised the difference principle, which holds that 
economic inequalities can be justified only if they enhance 
the situation of the worst off in society. 

In education, this implies that the state enacts policies 
and programs aimed at reducing educational disparities along 
various socioeconomic strata. These may encompass tutorial 
programs, students’ financial aid to needy students, and initia-
tives aimed at enhancing the quality of schools in poor neigh-
borhoods. Through equalizing access to quality education, the 
state assists in fostering a more equal and just society for all 
individuals. 

The social liberalism perspective, adopted by authors such 
as [3, 4], emphasizes the role of individual competence 
and freedom. State intervention in designing an educational 
system that assures equal opportunities for everyone to utilize 
their potential and capacities in harmony with justice and 
equity principles, the social liberals believe. 

Within a social liberal framework, the state is respon-
sible for guaranteeing equal access to quality education 
within the framework of heterogeneity of individuals’ abili-
ties and needs. This can include policies addressing individual 
students’ needs, such as differentiated instruction, inclusive 
education initiatives, and special provision for students with 
particular needs. By investing in each person’s potential devel-
opment, the state can help to create a more diverse and 
inclusive society. 

Generally, the theoretical approaches to government inter-
vention in education offer a range of views on the extent to 
which the state should facilitate education at a social level. 
Some views, such as those of socialism, promote active inter-
vention by the state with the aim of promoting equality of
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access to quality education. Other views, such as those of 
neoliberalism, support a less interventionist, market-oriented 
approach. Each has distinct implications for education policy 
and resource distribution in society. 

2.2 Empirical Framework 

In the past ten years, efforts have been increased to curb 
student absenteeism as a means to enhance overall school 
performance. Numerous studies have reinforced the fact 
that school attendance has a strong association with student 
achievement and postsecondary education outcomes, whereas 
absenteeism is associated with decreased student performance 
[5–8]. 

Within this framework, public policies on education are 
instrumental in facilitating student enrollment and controlling 
school waste, through absenteeism and dropout rates. Public 
social programs aimed at school enrollment are governmental 
initiatives that are developed to increase education access, 
encourage academic achievement, and eliminate barriers that 
may limit students’ educational attainment. The goal of such 
initiatives is to ensure that every child, regardless of their 
background or socioeconomic status, has the opportunity to 
receive a quality education. Such programs take various forms 
and focus on different aspects of schooling, including afford-
ability, quality of instruction, student well-being, and equity 
in the school system. 

From this perspective, four aspects of social support for 
school were addressed. First, financial access is often facili-
tated by scholarship programs, grants, or direct financial aid 
to families to cover tuition fees, school supplies, and trans-
portation. These initiatives aim to remove financial barriers 
that might prevent some children from attending school. 
Moreover, the quality of education can be enhanced through 
in-service training for teachers, curriculum reforms, invest-
ments in educational infrastructure, and efforts to strengthen 
teaching skills. These actions are intended to create a stim-
ulating and inclusive learning environment for all students. 
Additionally, student well-being is supported through school 
health programs, nutritious meals, psychological counseling, 
and extracurricular activities. These programs are designed 
to ensure that students maintain good physical and mental 
health, which is crucial for their academic success. 

Lastly, equity in the education system is fostered through 
initiatives aimed at reducing social, economic, and gender 
disparities. This could include policies supporting disadvan-
taged groups, programs promoting gender equality, measures 
to combat discrimination, and policies ensuring equal access 
to education for all children. 

In conclusion, public social programs that support 
schooling are a vital part of educational policies designed to 

guarantee equitable access to education and foster academic 
success for all children. By investing in these programs and 
implementing effective policies, governments can create an 
inclusive and equitable educational environment that enables 
all children to reach their full potential. 

In line with the focus of this study on the effect of providing 
school transport on school attendance for Moroccan students 
in rural areas, existing literature underscores the critical role of 
such public social support schemes in reducing absenteeism 
and combating school wastage. Specifically, [9] conducted a 
study based on 26 research projects from the United States, 
Canada, Croatia, England, Nepal, Pakistan, Portugal, South 
Africa, and Spain, concluding that transport plays a key role in 
academic success, particularly for students from low-income 
families. In terms of public intervention, an efficient and inte-
grated transport system plays an important role in enhancing 
accessibility and improving the quality of education [10]. 
Education is one of the main pillars of human resource 
development, and easy and affordable access to educational 
institutions is one of the main factors that influence student 
participation and success [11]. 

It is important to note the importance of transport demand 
for educational travel to consider educational access factors. 
Primarily, in rural areas, school attendance and enrolment 
are indicators of access to education and the success of 
government educational programs [12]. 

Physical distance from schools has a negative impact on 
enrolment and educational success [13, 14]. Similarly, several 
previous studies based on survey data found that school atten-
dance is positively associated with school accessibility and 
negatively related to poverty and household size. According to 
[15], by aggregating distance as an indicator of accessibility at 
the district level and from a cross-sectional analysis, he found 
that the gender difference in school attendance decreases with 
improving school accessibility. 

For his part, [16] presented the multidimensional impact 
of rural road accessibility and enrolment gains at the 
primary level of education evident in rural India. Previous 
studies have used distance to schools and public transport to 
measure accessibility indicators. However, there is a need 
for thorough investigation of the supply of opportunities in 
the region, which is crucial for planning and policy deci-
sions. A supply based measure of accessibility is needed in 
rural areas, as they are sparsely populated, supply is even 
sub-standard, and private service providers have little or no 
interest in them. 

In his work measuring the impact of school busing on 
student outcomes in the Michigan region of the USA, [17] 
found that eligibility for transportation increased attendance 
rates and reduced the likelihood of chronic absence, with 
these effects being strongest for economically disadvantaged 
students.



28 F. Azdagaz et al.

There is evidence that school bus eligibility increases atten-
dance, although eligibility may not be sufficient in contexts 
where school choice is extreme and few pupils are eligible or 
take the bus [18]. 

Investigating the relationship between school transport 
services and attendance, [19] used a nationally representa-
tive dataset of kindergarten children in the United States, 
the longitudinal study mobilized showed that children who 
took the bus to school were 3% points less likely to be 
chronically absent. Furthermore, another study [20] found 
that rural communities have unique transportation needs; 
for rural students, taking the school bus correlated with 
reduced school absences on average, and reduced absences 
even further for rural students who have siblings and whose 
fathers work full-time. These findings are in line with 
previous studies showing that school buses can be an impor-
tant routine-setting mechanism for kindergarten students 
and their families. Although not generally considered an 
attendance intervention, the school bus could be an impor-
tant mechanism for promoting positive attendance behaviors 
among kindergarten children. 

For their part, [21] asserted that school buses are 
essential, if underappreciated, components of American 
schools’ academic infrastructure. Nationally, more than 
half of the 49.5 million K-12 students use school buses 
to get to school each day, at an average cost of around 
$1,000 per student. If the environment views school 
buses simply as a means of transport between school 
and home, this leads to an underestimation of their role in 
American schools and society, while school buses facilitate 
reforms such as desegregation and district consolidation and 
enable students to access schools that are better suited than 
their neighborhood school. 

At the national level, there is limited research on the 
impact of school transportation on student enrollment and 
the reduction of school wastage. In this context, [22], in a 
qualitative study, confirmed that the availability of school 
transport and extracurricular activities motivates student 
retention and attention in class, and therefore, the fight 
against school wastage. However, the inadequacy of these 
factors is a key determinant of a negative perception of 
school climate and, therefore, educational performance. In 
the same context, the study by Azdagaz et al. [23] shows  
that benefiting from social support programs for schooling 
in Morocco, such as school canteens and transport, improves 
school attendance and combats school drop-out in rural 
areas. 

Within this framework, the present work aims to eval-
uate, using a micro-econometric approach, the impact of 
the school transport program in rural areas of Morocco on 
children’s school attendance and the fight against school 
wastage. 

3 Methodological Framework and Data 

3.1 Propensity Score Matching Approach 

This empirical study aimed to assess the impact of the school 
transport program as a social support program on school 
enrolment in rural areas. With this in mind, the method used 
to assess the causal effect of this program is propensity score 
matching (PSM), which makes it possible to evaluate the 
impact of the program on pupils benefiting from school trans-
port in comparison with non-beneficiary pupils. Measuring 
the effect of the social support for schooling program comes 
down to asking the following question: What is the impact 
of the school transport program on school enrolment and the 
fight against school wastage among pupils in rural areas in 
Morocco? 

The aim of this study is to quantify the impact of the 
school transport program on the enrolment of pupils in rural 
areas ( ATT) by measuring the difference between benefi-
ciaries (treatment group) and non-beneficiaries (comparison 
group). We applied the standard matching approach formal-
ized by Rubin [24], which involves treating the causal link 
by comparing the two groups. This approach reduces selec-
tion bias because it is impossible to attribute the differences 
in school enrolment and wastage observed between the two 
groups of pupils solely to the fact that social support for 
schooling is provided (school transport). 

According to the mathematical expression, the treatment 
effect i for pupil I at time t is defined as the difference 
between the potential outcome Y T i if the pupil receives school 
transport and the potential outcome Y C i if they do not. In this 
context, T represents the treatment group, while C denotes the 
control group. This relationship can be formally expressed as 
follows: 

i = Y T i − Y C i (1) 

However, starting with a direct comparison of potential 
outcomes could lead to a bias. In this respect, it makes sense 
to compare the average effect of a school transport program 
on a student randomly selected from the study population. 
This effect is called the average treatment effect on the entire 
population (ATE) and can be expressed as follows: 

ATE = E Y T i − E Y C i = E(Yi1|Ti = 1 ) − E(Yi0|Ti = 0 ) 
(2) 

The ATE estimator (naive estimator) assumes a simple 
difference in mean outcomes between the treatment and 
control groups. However, does this estimator really corre-
spond to what we are trying to measure—that is, the difference 
between the average results of pupils in the presence of school
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transport (treated pupils) and the average results of the same 
pupils in the absence of school transport? Thus, the most suit-
able estimator is the Average Treatment Effect on the Treated 
(ATT), which measures the mean impact of the treatment on 
pupils who actually receive it and is expressed as follows: 

ATT = E Y T i − Y C i |Ti = 1 = E(Yi1|Ti = 1 ) − E(Yi0|Ti = 1 ) 
(3) 

The challenge in this context is that we cannot directly 
observe how students in the control group would have behaved 
had they received school transport. Thus, the second compo-
nent of the expression E(Yi0|Ti = 1 ) is hypothetical and 
cannot be directly observed. To address this, we need to iden-
tify a suitable proxy for this unobservable scenario, leading 
to the following valid equation: 

E(Yi0|Ti = 1 ) − E(Yi0|Ti = 0 ) (4) 

This equation illustrates that the expected mean outcome 
must be the same for both groups, provided they have an iden-
tical distribution of observable characteristics. Consequently, 
identifying a counterfactual to estimate the ATT becomes a 
key challenge in causal inference. To address this issue, [25] 
proposed a solution utilizing a propensity score matching 
(PSM) approach. 

The intuition behind this method is simple: for each 
company in the treatment group, a statistical twin with observ-
able characteristics similar to those of the treated company 
must be found in the control group, so that the sample can be 
considered randomly selected. 

PSM creates a statistical comparison group (or counter-
factual) by estimating the probability of receiving treatment 
T, given the observed characteristics X. This probability is 
known as the propensity score, and is represented as: 

P(X ) = P(T = 1|X ) (5) 

The application of this matching method is based on 
several key assumptions [26]. 

The first is called the conditional independence assump-
tion, which assumes that all control variables X contain all the 
information needed to characterize the potential outcomes. 

Y T i , Y C i ⊥T |X (6) 

The second assumption addresses the issue of dimension-
ality: as the number of characteristics to match increases, the 
likelihood of failing to find enough corresponding units for 
each program participant also grows. 

Matching is performed through several methods, including 
Nearest Neighbor Matching, where students with the closest 
scores are paired; Kernel Matching, which estimates the coun-
terfactual outcome by using weighted averages of all students 
in the control group; and Stratification Matching, which orga-
nizes students with similar covariates into strata (blocks); and 
also radius matching, which sets a tolerance level for the 
maximum distance between the propensity scores of treated 
and untreated students. These estimation methods can be used 
together, as recommended by Smith and Todd [27], and typi-
cally yield similar or closely aligned results. Given the lack of 
consensus on the most effective estimation method, we opted 
to use various matching techniques. 

3.2 Data Description 

To address our research question, we will utilize data from 
the 2018 National Social Support Survey conducted by the 
National Human Development Observatory, which surveyed 
a sample of 3039 households. The survey geographically 
covered all regions of Morocco. 

It is important to note that two sub-samples from the survey 
will be used to evaluate the impact of the post-matching school 
transport program, consisting of 5704 individuals for whom 
data on social support programs for schooling are available. 
The first sub-sample includes beneficiaries (T = 1), while the 
second consists of untreated individuals (T = 0), as shown in 
Table 1. 

Based on the empirical literature and depending on the 
availability of the National Social Support Survey data, the 
variables selected are presented in Table 2.

4 Empirical Estimates 

Before proceeding with the first stage of estimating the 
program’s impact, we conducted a student’s t-test analysis 
to assess the similarity in observable characteristics between 
the two groups (Table 3) by comparing the responses of the 
control group and the treatment group. The objective was to 
evaluate the quality of the matching. Our analysis reveals that,

Table 1 Description of the 
treatment variable Treatment Freq. Percent Cum. 

School transport T = 1 5353 93.85 93.85 

T = 0 351 6.15 100.00 

Total 5704 100.00 – 
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Table 2 Description of variables 
of interest and control Variables Description 

Result variables Schooling (dropping out) 
1: Studying; 0: Gave up studies 

Repetition 
0: Never repeated 
1: Repeated once 
2: Repeated twice 
3: Repeated three times 
4: Repeated four times 

Control variables Gender 
1: Male; 0: Female 

Age Individual’s age 

(Area) area of residence 
1: Urban; 0: Rural 

Preschool 1: Pre-schooled; 0: Not 
pre-schooled 

(Level) School level of student 
1: Primary 
2: College 
3: High school 
4: Higher education 

(FatherLevel) father’s level of 
education 0: No level 

1: Preschool or Koranic school 
2: Primary school 
3: College 
4: High school 
5: Higher education 

Control variables (MotherLevel) mother’s level of 
education 0: No level 

1: Preschool or Koranic school 
2: Primary school 
3: College 
4: High school 
5: Higher education 

(ClassSize) class size Number of students in class 

(Tayssir) Tayssir beneficiary 1: Tayssir beneficiary; 0: 
Non-beneficiary

Table 3 Mean test of control 
variables by treatment Variable 

N. treated N. control 
T-stat. P-value 

Preschool 5367 351 0.0044 0.8543 

Level 5367 351 − 0.0483*** 0.0000 

Area 5367 351 0.681*** 0.0000 

Gender 5367 351 − 0.0280 0.3074 

Age 5367 351 0.3627 0.2061 

FatherLevel 5367 351 − 0.1438* 0.0589 

MotherLevel 5367 351 − 0.2934 0.6074 

ClassSize 2985 279 −3.0926*** 0.0000 

Tayssir 5367 351 − 0.1128 0.5682 

Note Test of equality of means at (treated) and (control) 
With: diff = mean (control)—mean (treated) H0: diff = 0
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Table 4 Estimation of propensity scores (Probit model) 

Variable Effet marginal 
dy/dx 

Std. err. P > z 

Preschool 0.0010 0.00838 0.899 

Level 0.0529 0.00780 0.723 

Area − 0.0993*** 0.00716 0.000 

Gender − 0.0045 0.00734 0.537 

Age 0.0109*** 0.00113 0.000 

FatherLevel 0.0025 0.00278 0.352 

MotherLevel 0.0028 0.00362 0.430 

ClassSize 0.0022*** 0.00048 0.000 

Tayssir − 0.0253*** 0.00721 0.002 

Robust standard errors in parentheses 
*** p < 0.01, ** p < 0.05, * p < 0.1  

on average, the two groups are comparable across all variables 
except for education level, environment, father’s education 
level, and class size.

The first step is to estimate the probit model (Table 5), 
which calculates the propensity scores or probabilities of 
participation associated with each individual in the sample, 
based on X characteristics. 

Table 4 shows the results of the marginal effects after 
estimating the Probit model. 

What is most important in the above table is the sign 
and significance, which are interpretable and therefore deter-
mine the probability of benefiting from the school transport 
program. From the table, it seems that the probability of partic-
ipating in the program decreases if the pupil is from a non-
rural environment and when the pupil benefits from another 
social support program for schooling, such as the Tayssir 
program. On the other hand, it increases as the pupil’s age 
increases and as the class size increases. 

Table 5 Estimation of ATT by the 4 approaches on the outcome 
variable: schooling 

Matching 
approaches 

Independent variable: schooling 

Treated Control ATT Sd.E T.St 

Nearest 
neighbor 

342 2542 0.02*** 0.01 2.068 

Kernel 342 4745 0.23*** 0.02 10.96 

Radius 342 4745 0.24*** 0.02 11.33 

Stratification 342 4745 0.19*** 0.02 9.075 

Robust standard errors in parentheses 
*** p < 0.01, ** p < 0.05, * p < 0.1  

The second step was to test the common support hypoth-
esis, which allowed us to ensure that students were suffi-
ciently similar in terms of observed characteristics unaffected 
by participation. 

Figure 1 demonstrates that the two curves overlap. This 
indicates that there is common support for matching benefi-
ciaries and non-beneficiaries. Common support ensures that 
we can identify non-beneficiary students with propensity 
scores nearly identical to those of the beneficiary students. 

Common support refers to the range where the propen-
sity score curves of beneficiaries and non-beneficiaries 
perfectly overlap. Figure 2 displays the common support 
range obtained in this study, which spans from [0.00538486 
to 0.18360874].

Figure 2 illustrates the distribution of scores within this 
common support region, categorized by whether the student 
participated in the program. 

After identifying the propensity score and common support 
region, the treatment group units can be matched with the 
closest counterparts in the comparison group based on their 
scores.

Fig. 1 Distribution of propensity 
scores before matching. Source 
Author’s 
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Fig. 2 Distribution of 
propensity scores within the 
common support region. Source 
Author’s

0 .05 .1 .15 .2 
Propensity Score 

Untreated Treated 

The following table presents the estimated effect of 
program participation on the two outcome variables: enroll-
ment and repetition. 

Table 5 shows the estimated effect of program participa-
tion on student enrolment in rural areas. An initial reading 
of the results shows that the school transport program has 
a knock-on effect on enrolment. Limiting ourselves to the 
significant results of public action in the field of school trans-
port, the results show that the effect of both programs on 
school enrolment is positive, and inversely, when the discus-
sion is about dropping out of school, this impact is strictly 
significant. In other words, all four PSM approaches show 
positive and significant coefficients. 

In fact, we can see that benefiting from the said program 
helps to combat school dropout and, thus, to enroll beneficia-
ries in school. 

For example, an estimation using the kernel approach 
shows that the school transport program leads to a 23% point 
improvement in school enrolment. In other words, on average, 
the proportion of individuals in the treatment group was 23% 
higher than that in the control group. This result corroborates 
the reality of the school system in disadvantaged environ-
ments, especially in rural areas, where schools are far from 
villages and douars, where dropout rates are higher. There-
fore, the introduction of the school transport program helps 
reduce school dropout and improve children’s enrolment. 

Looking at another variable that determines school waste, 
Table 6 presents an estimate of the effect of participation 
in the school transport program on the repetition rate of 
students benefiting from the program. The results show that 
this scheme has a significant impact on the variables of 
interest. It should be pointed out that the results show that 
the effect of all four programs on repetition is negative and 
strictly significant. In other words, all four PSM approaches 
show negative and significant coefficients. Thus, benefiting 
from this public measure reduces the number of times students 
repeat a year. 

Table 6 Estimation of ATT by the 4 methods on the outcome variable: 
repetition 

Matching 
approaches 

Independent variable: repetition 

Treated Control ATT Sd.E T.St 

Nearest 
neighbor 

342 2473 − 0.06 0.05 − 1.03 

Kernel 342 4746 − 0.09*** 0.03 − 2.56 
Radius 342 4746 − 0.10*** 0.06 − 4.73 
Stratification 342 4746 − 0.08*** 0.04 − 1.99 

Robust standard errors in parentheses 
*** p < 0.01, ** p < 0.05, * p < 0.1  

In general, estimations using one or more of the four 
approaches show that the transport program leads to a reduc-
tion in pupil repetition by 11, 10%, and 7%, respectively. On 
average, the proportion of individuals in the treatment group 
was 11, 10, and 7% lower than that in the control group. The 
context of the sector confirms the results obtained insofar as 
school waste, particularly repetition, increases in rural areas 
due to factors such as lateness and absence, lack of support 
and monitoring by households, and several other factors. The 
widespread use of social support programs for school enrol-
ment, such as school transport, can reduce the scale of these 
factors, and thus reduce school wastage. 

Looking at the same question but measuring its impact in 
relation to gender, place of residence, and level of education 
(Table 7).

In terms of gender, the results show that the effect of the 
program is insignificant for female beneficiaries. On the other 
hand, the program had a positive and significant impact at 
the 10% threshold on the enrolment of male beneficiaries 
compared to non-beneficiaries. The proportion of boys bene-
fiting from the school transport program was 2.7% higher, on 
average, than that of non-beneficiaries. 

Regarding place of residence, the estimation of the average 
treatment effect using the “NN nearest neighbor” approach
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Table 7 Estimated ATT by gender, area and level on schooling 

Independent variable: schooling 

Coeff. Std. err. Z P > Z 

Gender Male 0.0171679 0.0134565 1.28 0.202 

Female 0.0272816* 0.0143719 1.90 0.058 

Area Rural 0.02381** 0.0106347 2.24 0.025 

Urban 0.00000017*** 1.15e−17 3.61 0.000 

Level Primary 0.00000024*** 2.84e−17 7.62 0.000 

College − 0.004902 0.0048899 − 
1.00 

0.316 

High 
school 

0.0614219 0.0395081 1.55 0.120 

Higher 
education 

0.2269841** 0.0979681 2.32 0.021 

Robust standard errors in parentheses 
*** p < 0.01, ** p < 0.05, * p < 0.1

indicates that the program yields a positive and significant 
result at the 10% level for individuals in the treatment group 
living in both environments. The impact of the transport 
program is particularly significant for those residing in rural 
areas. Indeed, the proportion of rural pupils benefiting from 
school transport was 2.3% points higher than that of rural 
pupils who did not participate in the transport program. 

Based on education level, the results show that the effect 
of the school transport program is significant for beneficia-
ries in primary and higher education, with a positive and 
significant impact at the 5% threshold on the enrolment of 
beneficiaries in primary education and those with higher 
education compared with non-beneficiaries. The proportion 
of primary school beneficiaries is slightly higher than that of 
non-beneficiaries in the school transport program, while the 
proportion of higher education beneficiaries is very high, at 
22.69% higher on average than that of non-beneficiaries in 
the program. 

Analysis of the impact of the school transport scheme on 
grade repetition reveals that, in terms of gender, the program 
had no significant impact on grade repetition for boys and 
girls who benefited from it compared with non-beneficiaries 
(Table 8). 

Regarding place of residence, the results show that the 
transport program has a negative and significant result at the 
10% threshold for individuals in the treatment group living in 
rural areas. Indeed, the proportion of rural pupils benefiting 
from school transport was 7.7% points lower than that of rural 
pupils who did not participate in the program. 

The current context of the Moroccan economy is based on 
several constraints that hamper the success of several social 
policies, particularly in the education sector. 

Our study shows that access to school transport in rural 
areas contributes significantly to improving school enrol-

Table 8 Estimated ATT by gender, area, and level on repetition 

Independent variable: repetition 

Coeff. Std. err. Z P > Z 

Gender Male − 0.0720089 0.0582737 − 1.24 0.217 

Female − 0.0901863 0.0643154 − 1.40 0.161 

Area Rural − 0.0773707* 0.0457681 − 1.69 0.091 

Urban − 0.1304945 0.1439164 − 0.91 0.365 

Level Primary − 0.0660008 0.0539943 − 1.22 0.222 

College 0.0515139 0.0588843 0.87 0.382 

High 
school 

− 0.0587461 0.0996318 − 0.59 0.555 

Higher 
education 

0.0896825 0.1376192 0.65 0.515 

Robust standard errors in parentheses 
*** p < 0.01, ** p < 0.05, * p < 0.1  

ment and reducing dropout and repetition rates. These results 
are in line with findings from similar studies worldwide 
that explore the relationship between school transport and 
academic success. In this context, [28] found that, in the 
Brazilian context, the majority of pupils benefiting from a 
school transport program were very satisfied, with regularity 
being the most highly valued criterion, while teachers felt 
that punctuality had improved, dropout had decreased, and 
academic performance had increased. The state must guar-
antee the right to education for all children and adoles-
cents, especially those living in rural areas. To guarantee this 
right, governments are also required to provide the necessary 
resources to ensure access to schools and regular attendance. 
The provision of free and efficient school transport for all 
pupils in the public school network stands out among these 
resource needs [29]. 

Admittedly, the results of the study revealed a signifi-
cant impact of the social support program for school trans-
port on improving school enrolment and combating school 
wastage. However, if we focus on the number of benefi-
ciaries of this public action to support schooling, given the 
various problems in the education sector other than the gener-
alization of schooling (quality of the system). The success 
of social programs in Morocco depends on the develop-
ment of demand-driven elements of economic inclusion, in 
particular, by complementing well-targeted cash transfer and 
support programs with a range of social services aimed at 
improving school enrolment and combating school wastage, 
but primarily to improve the quality and efficiency of educa-
tion. To ensure that public policies to support school enrol-
ment have a maximum impact on the target population, public 
authorities should pay greater attention to all the factors 
linked to the national context, which has a direct and indi-
rect impact on inclusive development and the improvement 
of the education system as a whole.
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The vast sector is weakly protected by a poorly structured 
system, based on generalization and deteriorating quality. The 
vast majority of education funding was provided by the state. 
It allocates almost 22% of its budget or 7% of GDP. This 
public effort is weighed down by a very high wage bill to the 
detriment of investment in training programs, research and 
development, human resources training, and the renewal of 
the training provided, while taking into account the various 
forms of inequality in the sector. 

5 Conclusion 

The goal of this research is to assess the impact of the 
public school transport program in rural areas on enhancing 
school enrollment among the target population and reducing 
school wastage. Using data from the National Social Support 
Survey conducted by the National Human Development 
Observatory, we employed a propensity score matching 
(PSM) approach. 

The results of the estimations show that there is an overall 
improvement in school enrolment of school transport benefi-
ciaries compared to non-beneficiaries with the same charac-
teristics. Using different matching techniques, the program’s 
effect is positive and significant on enrolment and negative 
and significant for grade repetition. For example, the Tayssir 
conditional cash transfer program in Morocco helped reduce 
school dropout rates overall, although it did not encourage the 
poorest children to attend school [30]. The problems of absen-
teeism and dropout have an impact on the effectiveness and 
ability to capitalize on the skills and competencies targeted 
by public education programs. In short, all the limitations that 
hamper the effectiveness of educational programs are system-
related constraints and socio-economic constraints due to the 
precariousness of the rural population [31]. Social support for 
school enrolment in rural areas significantly improves quanti-
tative indicators of school enrolment and significantly reduces 
school dropout, despite a massive increase in repetition and 
backwardness [32]. 

To reinforce the impact of our various programs, we need to 
focus on spending and efforts, primarily on those in precarious 
situations. The challenge lies in determining the type of action 
needed to reduce the determinants of social inclusion and 
exclusion; hence, the importance of the new Single Social 
Register (RSU) system, which aims to strengthen the ability 
to target the poor and vulnerable populations most affected 
by social action. 

In general, this work has shown that improving educa-
tional indicators, and thus the success of the pillars of an 
education system, is possible but complex; in particular, finan-
cial aid alone is not enough. They must be accompanied by 
measures to strengthen the supply of education on the one 
hand, and actions on the demand side on the other. Drawing 

on international experience, we recommend, for example, 
the implementation of a number of complementary measures 
aimed at improving the quality of educational provision and 
not just the question of generalization. In this respect, we 
refer to the Indian experience of “Multilingual Education 
Intervention,” aimed at girls with no command of languages 
other than those spoken at home. Once at school, these girls 
are faced with a handicap due to their lack of command 
over the language of instruction. This example illustrates a 
better match between the reason for dropping out of school 
(the language of instruction) and the measures introduced to 
remedy it. This logic could be transposed to the Moroccan 
context, where some children from Berber families in rural 
areas face a real obstacle linked to classical Arabic used as 
the language of instruction [33]. The study also revealed that 
despite the state’s efforts in the area of school enrolment, 
repetition and dropout rates are still high, legitimizing the 
need to back up these financial strategies with non-monetary 
measures such as tutoring for pupils with learning difficul-
ties. The strategic choice of boarding schools to accommo-
date pupils, combat absenteeism and lateness due to school 
transport difficulties, and raise awareness and inform house-
holds about the importance of girls’ schooling, especially in 
rural areas, and spread the culture of education to the public. 
In terms of research perspectives, it is important to strive 
to understand parents’ underlying motivations and interests 
in their children’s education while ideally addressing gender 
issues. 

The success of social and educational reform, especially 
in Morocco, depends on taking into account the real needs of 
the poor and vulnerable, making optimal use of the means and 
resources available to the state, and involving all stakeholders 
in the sector. 
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Detection of Facial Emotion with Deep 
Learning Models and Contribution 
of Inception-V3 

Fouad Lehlou, Adil El Makrani, and Jalal Laassiri 

Abstract 

Facial expression recognition (FER), also known as facial 
emotion detection, is an emerging domain within computer 
vision and machine learning. This field has broad implica-
tions to education, psychology human–computer interac-
tion and market analysis, etc. Facial expressions recogni-
tion need to correctly identify facial expressions in order 
to solve requests of these areas. In this work, we investi-
gate emotion from facial expression detection in FER-2013 
dataset by just extracting label. It investigates the accuracy 
of two different Convolutional Neural Network (CNN) 
architectures are: Inception-V3 and Sequential model. So, 
we have to classify facial expressions (Accounting for 7 
classes: anger, fear, disgust, happiness, surprise, sadness, 
and a neutral category). Empirical results also indicates 
that the Inception-V3 model fine-tuned performs better 
than the one most sequential model for predicting the labels 
of FER-2013. 
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1 Introduction 

Non-verbal communication works through the face (of man 
as a rule) in a very close medium for feelings expression. 
Facial expressions can send an extensive array of not-so-
subtle emotions. A smile as an example implies happy and 
a frown of the brow sadness negative. Similarly, widened 
eyes probably suggest surprise and a mouth that is curled 
expresses disgust [1]. Making these facial cues work at one 
with machines will go a long way to make human–machines 
interactions more fluent. 

Facial Expression Recognition (FER) constitutes a 
paramount pillar of non-verbal communication in this paper, 
as it helps Human–Machine Interaction (HMI) system inter-
relate an emotion from the facial appearance of an observer 
and understand his/her intention. 

FER (Facial Expression Recognition) is a key pillar of 
Haptic communication that permits the Human–Machine 
Interaction (HMI) systems to comprehend the emotions and 
intentions of you, human. This technology is used in a diverse 
range of industries like education, security surveillance, 
gaming, and even social robotics. 

FER contributes to the analysis of social features (age, sex, 
cultural background, etc.) in behavioral science and, in the 
medical area it is an extremely important a tool in monitoring 
psychological and physiological conditions that warrant pain 
detection depression recognition, and anxiety determination; 
support the treatment of cognitive impairments. 

Humans have an almost instinctive ability to interpret most 
facial expressions but until recently machines have struggled 
to recognize faces reliably even when they are expressing 
themselves. From the FER obstacles, since many of these 
factors including pre-processing, feature extraction, and clas-
sification need to work seamlessly in all configurations the 
complexity and range of facial variation becomes apparent 
i.e. varying input conditions, head poses and environments 
{lighting condition).
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Even with deep learning being applied to FER, the problem 
is not totally solved, regarding its feature learning ability. 
Deep neural networks must be trained with large amount of 
data to prevent overfitting. Nevertheless, the available facial 
expression databases are not enough to adequately train the 
neural networks that are implemented in the known deep 
frameworks in various tasks at this stage where access to 
object recognition. 

However, we have the personal factors of background, 
gender, and age to say nothing with ethnic or an expres-
sion intensity that contribute more for inter-subject differ-
ences. Furthermore, expression recognition is also difficult 
due to pose variability, occlusions and lighting variability in 
unconstrained facial expression scenarios. These, although 
not exclusive to facial expressions create difficulty for neural 
networks to handle and learn the same, ultimately aiding in 
the reduction of intra-class variation and accurate training of 
an expression recognition model. 

This study describes and purports to advance the 
approach in addressing these challenges. Our transfer learning 
Inception-V3 architecture (compared to a Sequential model) 
enhances the performance of FER. Deep learning methods 
such as Convolutional Neural Networks (CNNs), for example 
yield great results on feature extraction and classification. 
CNNs which was inspired by biological model can learn hier-
archical features automatically. This work requires transfer 
learning techniques because of the data sparsity and of time-
saving to train the model (you cannot do a new one), rather 
than doing it from scratch. In our end-to-end framework, 
we use Convolutional Neural Networks for facial expression 
labelling, where the input is in image form which contains 
neutral, happiness, anger, surprise, sadness, and disgust. We 
evaluate the models in detail. 

2 Facial Expression Background 
and Overview 

Deep learning is a subfield of machine learning that learns 
representations from data through stacked feature abstraction 
layers (e.g., text, images, or sounds) and makes predictions 
directly on raw data. How it is done: via neural network archi-
tecture. This deep is used in the fact that the more layers a 
neural network has, the deeper it is (the number of layers 
within a network is deep). 

The aforementioned algorithms are based on a learning 
in loop fashion, where with each execution of a cycle model 
adjusts a little bit its predictions by making very small modi-
fications. This technique enables a computer to be molded 
so that it learns (in the manner of humans) and adapts by 
observing examples [2]. 

Deep learning is widely used in few aspects: mainly self-
driving automobile sector that enables pedestrian detection 
and sign-board recognition [3]. The accuracy of these models 
has been noticed to be so remarkable, sometimes surpassing 
humans in certain tasks. 

In order to get this level of performance, deep learning 
models take tremendous amounts of labeled data for training. 
They use neural network architectures that are typically 
multiple layered in nature to find relevant patterns without 
the need for an expert feature selection [4]. 

2.1 Convolution Neural Network 

Perhaps most widely known is a Convolutional Neural 
Network (CNN) which is a deep learning architecture which 
has achieved outstanding results on visual data sample anal-
ysis and interpretation. Their technique of automatically 
lifting and learning hierarchical image features has become 
the heart of contemporary computer vision implementations. 
They have worked extremely well across several computer 
vision tasks, demonstrating strength in object detection/ 
localization within natural images [5, 6]. Current State of the 
Art: The literature on automatic facial expression analysis [7– 
9] has already formalized standard algorithmic approaches 
involving Facial Expression Recognition (FER). They are 
mainly in the domain of conventional approaches, yet without 
having adequately discussed deep learning techniques as well. 

In recent days there is rising demand of deep learning based 
Facial Expression Recognition (FER) [10]. Nowadays, most 
of the works in this regard are not fully formed to the extent 
they do not specifically dive into the characteristics of FER 
datasets and the details behind technical heavy deep FER. 
This work thus investigates deep learning for FER in a more 
systematic way, including videos (i.e. image sequences) and 
static images. For those new to this space, we aim to provide an 
in-depth presentation of the modular architecture and cutting 
edge techniques of deep FER. 

Common architecture it contains layers like input, output, 
and intermediate such as convolutional, fully connected, max-
pooling, etc. Depending on the network these will can be 
arranged differently across different CNN architectures. 

2.2 Transfer Learning 

Transfer learning is the process of applying knowledge to 
new but related tasks learned from previous one [11]. This 
lets deep learning models re-use the feature learnt in previous 
tasks through parameter sharing to change their objectives but 
train these at same layer/features (as performed by various



Detection of Facial Emotion with Deep Learning Models and Contribution of Inception-V3 39

deep object detectors). In neural networks, we update some 
layers selectively even while keeping others as they are. Those 
frozen layers keep their learnt feature maps so that only well 
aligned parts of model will be trained. This approach is espe-
cially useful with pre-trained models on large datasets since it 
minimizes computational effort by directing learning action 
toward selected portions of the architecture [12]. 

2.3 Related Work 

Some of recent developments in facial expression classifica-
tion are really good, where researchers demonstrated a lot 
of efforts in this area [13–15]. Numerous researchers have 
published deep learning techniques, such as [1], Convolu-
tional neural networks (CNNs) to solve for the representation 
of facial expression. 

We introduced Original CNN architecture [16] and the 
CNN architecture used for developing Facial Action Coding 
System (FACS) model as one of the similarities. Both break 
the input data down to individual features and data goes 
through each layer of the these models in constructing increas-
ingly complex representations based on the features that are 
selected (extracted) in proceeding layers in helping the classi-
fication. That being said CNNs are different from FACS model 
[17]. And you can even train CNNs with enough training 
data to recognize some parts overall (e.g., smiling) without 
having to define structural representations for every visual 
component. 

In the EmotiW 2015 challenge for Facial Expression 
Recognition (FER) using CNNs, Zhang and Yu. With the aid 
of an extensive [18] CNN model and random image partitions 
they achieve some 2–3% better performance. Kahou et al. 
Both experiments used CNNs [19] for two separate investi-
gations. In meal one, they trained a default CNN by using the 
Acted Facial Expression in the Wild(fcn18) dataset [15] and 
in the following one used Toronto Face dataset as second-
experiment. In both experiments, same called primary and 
neutral expression with 6 universal facial expression to be 
more accuracy with networks. 

Hamester et al. [20] used CNNs for facial images in their 
task and showed a pixel-level accuracy of 94.4%, surpassing 
other methods by combining information from the network. 

This work developed a common CNN algorithm 
for average facial expressions prediction. The technique 
combines classical solutions, Transfer Learning with convolu-
tional neural networks (Inception-V3) and Sequential model 
for sequence of datasets. We improve the state-of-the-art by 
adding layers for classification, albeit cross comparing two 
models. 

3 Methodology 

This part of the paper introduces the approach we have used 
in this research, divided into three main phases: Data prepro-
cessing, Feature extraction, and Classification. Figure 1 is the 
visual of our methodology.

3.1 Face Expression Dataset 

The Fer2013 dataset contains approximately 30,000 RGB 
facial images showing a range of expressions, all standardized 
to a size of 48  × 48 pixels. The main labels in this dataset fall 
into seven distinct categories: 0 for Angry, (1) for Disgust, (2) 
for Fear, (3) for Happy, (4) for Sad, (5) for Surprise, and (6) 
for Neutral. It is noteworthy that the Disgust category has the 
fewest images, with a total of 600, while the other labels are 
more balanced, each comprising nearly 5000 samples. 

3.2 Create Training and Testing Image Sets 

The datasets were divided into two subsets, with the divi-
sion performed randomly to avoid bias. Eighty percent of the 
selected images from each subset were assigned to the training 
dataset, while the remaining 20% were allocated to the test 
dataset. 

3.3 Pre-trained Models 

For our proposed methods in facial expression recogni-
tion, employed in this study were pre-trained models as 
well as Sequential Convolutional Neural Network (CNN) 
models such as Inception-V3 and Sequential respectively. 
We conducted a comparative study of these models to deter-
mine which one performs better in recognizing emotional 
differences. 

Pre-trained model means the previously trained model, that 
over all standard dataset on a relevant problem i.e. the problem 
that we are trying to solve right now. 

Our proposed facial expression recognition system 
diagramed in the form of three stages (Image Pre-Processing, 
Facial Feature Extraction with Feature Classification using 
CNN) (in Fig. 1). 

Inception-V3. A Convolutional Neural Network (CNN) 
model mainly used for ad image classification tasks of 
type Inception-V3 model is a hyper-hyper-optimized version 
of the original Inception-V1 which was first presented as 
GoogLeNet in 2014. The Inception-V3 convolutional was a 
Google team doing much more advanced and polished version 
of their predecessor [In inception 1].
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Fig. 1 The process architecture 
for a transfer learning model 
(Inception-V3) and Sequential 
model applied to emotion 
recognition

Table 1 Comparison of results 
with approaches in metric 
measurements 

Models Sensitivity (%) Specificity (%) Accuracy (%) F1-score (%) 

Sequential 68 92 68 68 

Inception-V3 71 86.2 71 71 

In this strain for higher performance of the model, 
Inception-V3 model merges several methods to optimize the 
network. The formal version of this new model was made 
available in 2015 with 42 layers and a decreased error rate 
from earlier versions. 

3.4 Train a Classifier with Additional Layers 
Using a Pre-trained Models (CNN) 

With the procedure, we did the extract of trained image 
features from pre-trained Convolutional Neural Network 
(CNN) with the transfer learning for feature extraction. 
Specifically, feature extraction was done using an activa-
tion method on the fc1000 layer (i.e. before the classifica-
tion layer). Then the features were extracted and used in the 
training/testing phase of classifier alongside the other layers. 

3.5 Evaluation Procedure 

The evaluation of a method’s performance in analyzing 
facial expression images often includes assessing specificity, 
sensitivity, accuracy, and the F1 score (Table 1). 

4 Experimental Results and Discussion 

A Tesla K80 GPU with 12 GB RAM from Google Colab 
was used in the suggested system. The method evaluation 
was mainly done with Python, a tool used for both classifi-
cation and selecting features. 80% of the data was used for 

Fig. 2 Inception-V3 cross-validation confusion matrix for 7-Class FER 
2013 emotional dataset 

the training subset to train the network to classify, and then 
20% left as a testing subset, evaluating if a face image is in-
class with respect to one of our facial expression labels during 
training. 

Results of Training a Convolutional Neural Net with 
Transfer Learning Network was evaluated by its average 
accuracy about performance. This section depicts confusion 
matrices in Figs. 2 and 3 that demonstrate the recognition 
accuracies for a total of seven facial expressions, as a convo-
lutional weights with highest accuracy rate were used to 
generate training set. Inception-V3 71% and Sequential 68% 
for in the identification.
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Fig. 3 Sequential cross-validation confusion matrix for 7-Class FER 
2013 emotional dataset 

The experimental results for Inception-V3 and Sequential 
models on the FER2013 dataset suggest several key perfor-
mance distinctions between the two approaches. Let us break 
down these metrics: 

Sensitivity: Inception-V3 outperforms the Sequential 
model with a sensitivity of 71%, compared to Sequential’s 
68%. Sensitivity, reflecting a model’s ability to correctly iden-
tify positive cases, indicates that Inception-V3 is slightly 
more effective at detecting facial expressions on the FER2013 
dataset. This suggests that Inception-V3 may generalize 
better, particularly in recognizing subtle expressions across 
diverse samples. 

Specificity: Sequential is much more specific at 92% 
versus Inception-V3’s 86.2% Specificity: how well the model 
can identify negative cases (i.e., correctly labeling non-
expressions or incorrectly classified expressions). 

Inheritance with a specificity of higher 94% (Sequen-
tial) against only 86.2% (Inception-V3), higher specificity 
in Sequential may suggest a strict classification approach, 
having less number of false positives but may also be failing 
to catch some nuanced expressions that Inception-V3 learns. 

Accuracy: In terms of total accuracy, Inception-V3 does 
a better job than the Sequential model (71% versus 68%). 
This measures how well the model can classify positive and 
negative samples in all categories. This small accuracy boost 
has that heading on Inception-V3, hinting to how good it is 
at this. The more sophisticated structure permits it to pick up 
finer variations and is better at seeing differences in facial 
expressions. 

F1 score: Inception-V3 is outperformed Inception-V3 on 
F1 with a score of 71% vs. the Sequentials 68%. This implies 
that while Inception-V3 classifies expression better Inception 
performs an excellent job in keeping false-positives low, and 

precise. Therefore it shows a consistent performance, even 
with both exotic and normal expressions in FER2013 dataset. 

Discussion: Our F1 score results can be analyzed and 
compared against what Ashi Agarwal and Seba Susan 
presented in their study entitled Emotion Recognition from 
Masked Faces Using Inception-V3 [21] for the want of a better 
intuition regarding how good or bad Inception-V3 does in 
terms of recognizing and emotion. Study [21]: Inception-V3 
on unmasked FER-2013 images E, Eg pro did F1 = 0.68 (for 
their research). They evaluate models performance in recog-
nizing facial expressions when full visible, which mean its 
good non-occluded images representable model with confi-
dence of feature extraction (as observed from performance 
trends). 

Our work likewise outperforms in terms of F1 score 
(0.71) when applied Inception-V3 on FER-2013. This advan-
tage might be due to technical refinements such as in pre-
processings or hyperparameter adjustment, which gave a little 
boost to the recognition performance. Thus, this testing will 
also imply about potent Inception-V3 in emotion recognition 
tasks and show us the necessity of test training strategies, even 
when we are using the same dataset as FER-2013. 

The results affirm that Inception-V3 is robust for both 
emotions in a wide range of facial expression datasets, indi-
cating its effectiveness for multiple applications. The slight 
F1 score does not substantially improve our results highlight 
the capability of the model in adapting to FER-2013 varia-
tions and the vestiges of transfer learning and hyperparam-
eters configured for facial expression analysis. This gives 
us important directions for future research in the space of 
developing further improved deep learning based emotion 
recognition. 

5 Conclusion 

Our findings transfer learning with Inception-V3 in partic-
ular, on FER-2013 dataset are a demonstration of the fact 
that much could be done by leveraging Transfer learning 
aspects. When fine-tuning, with well-chosen preprocessing 
and hyperparameters Inception-V3 is able to beat the state-
of-the-art benchmarks for un-mangled facial expressions. It 
illustrates the excellent capability of Inception-V3 (great for 
handling large and complex datasets like FER-2013) being 
robust enough and predictable on unseen data. The results 
further highlight the capability of the model in emotion 
recognition problems, where high accuracy and general-
ization are desired (such as scenarios in which it should 
perform consistently between different facial expressions). 

In the future, the efficient fine-tuning of Inception-V3 
with other datasets can lead an intension to explore if Incep-
tion is capable of accommodating the different demographic
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groups in terms of face variations. Also developing the use 
of better domain-agnostic feature selection methods and/or 
multimodel ensembling methods for more accurate classi-
fication, or even in out-of-the-worldly situations (no image 
of a face), such as occlusion or facial masks. The existing 
study contributes to this line of research on transfer learning 
in face recognition, toward the goal of improving the robust-
ness of emotion recognition models for use in application 
domains such as Human–Computer interaction, security, or 
mental health diagnostics. 
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Abstract 

Economic development and population growth are putting 
considerable pressure on drinking water supplies, and 
the acceleration of climate change is making the situa-
tion more difficult. Given the complexity of water-related 
issues and the overabundance of data to be processed, 
researchers are increasingly turning to artificial intelli-
gence to improve their understanding of phenomena and 
integrate this wealth of data as a lever for development. 
The present Scopus-based bibliometric study uses an incre-
mental heuristic approach to explore the structure and 
trends of this research direction. We find that remote 
sensing, photometry, measurement of biological param-
eters, and physicochemical analysis of materials have 
emerged as strong trends for environmental and sustain-
ability applications. The role of AI is essential due to the 
multitude of parameters to be analysed and the large quan-
tities of information to be processed. Some AI concepts 
seem to be among the most common: ‘artificial neural 
networks’, ‘random forest’, ‘long-term memory’, ‘Short-
Term Memory’, ‘Extreme Learning Machine’, ‘Fuzzy 
Inference System’, etc. The interest in observing and moni-
toring water quality, groundwater, evapotranspiration, and 
monitoring water levels seems to benefit agriculture and 
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water resource management issues. Regarding interna-
tional collaboration, there is a strong concentration on 
the most prolific countries (China, United States, India), 
remaining the main players in this field of research. Finally, 
the study revealed emerging topics of interest among 
the most dynamic Topics. This concerns, for example, 
the interactions of admixtures with water in technical 
mixtures, the dimensioning and calculation of stresses and 
compressions, and the dynamics of waves and large masses 
of water. This study thus offers indications and develop-
ment prospects for research teams, particularly in coun-
tries on the margins of the current bibliometric distribu-
tion of the field. It is also very instructive to enrich these 
results with expert information, using other types of infor-
mation (economic, ecological, etc.). This could improve 
the analysis consistency and the relevance of the findings. 

Keywords 

Water research ·WRM · Artificial intelligence ·ML ·
Bibliometrics · Research priority · Research trends ·
Prominent topics · Scopus · Scival 

1 Introduction 

Water is a fundamental resource for human survival and plays 
a central role in sustaining key sectors such as agriculture, 
health, energy, and industry [1]. However, climate change, 
rapid urbanisation, economic growth, and demographic pres-
sures are intensifying water management challenges, making 
it not only an environmental but also a geopolitical concern 
[2, 3]. In some regions, water scarcity has already been linked 
to social unrest, migration, and conflict, highlighting its role 
as a potential catalyst for future geopolitical tensions [4, 5]. 

Simultaneously, artificial intelligence (AI) has emerged 
as a transformative force in data science and decision-
making [6–8]. AI offers unprecedented capabilities to analyse
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complex datasets at scale, enabling researchers and practi-
tioners to discover patterns and insights beyond human cogni-
tive reach [9, 10]. Because of its ability to handle uncertainty 
and simulate multiple scenarios, AI is particularly well suited 
to solving complex environmental challenges [11]. Research 
stands to benefit significantly from these developments, as AI-
based tools open new avenues for deeper analysis, hypothesis 
testing, and predictive modelling [12]. 

The intersection between AI and Water Research is still 
in its formative stages, but it holds immense potential. The 
application of AI in water-related fields, such as water quality 
monitoring, predictive flood modelling, and efficient resource 
management, can generate new knowledge and practical solu-
tions [13, 14]. Identifying emerging research trends at this 
level is essential to understand the changing landscape and 
inform policy and decision-making processes. 

This study draws on bibliometric analysis [15–17] to  
explore how AI is integrated into water research. Bibliomet-
rics provides a valuable framework to quantify, map, and 
track the intellectual structure of a research field, revealing 
trends, influential work, and future directions [18–22]. By 
systematically analysing scientific publications on the inter-
section between AI and Water, this study aims to fill a gap 
in the existing literature, providing a comprehensive view of 
the knowledge landscape and highlighting areas where AI 
can address critical water-related challenges. While previous 
studies have addressed specific aspects of AI in environmental 
research [23–28] few have comprehensively explored the field 
from a bibliometric perspective, which is the focus of this 
work [29]. 

2 Methodological Approach 

The two research fields, water and artificial intelligence (AI), 
have different perspectives in terms of anteriority, volumes, 
and scopes. This is reflected in the amount range of publica-
tions in Scopus: ~ 5.1 * 106 for the Water Corpus and 2.5 * 
106 for the AI Corpus. 

The intersection of these two major fields gives rise to a 
corpus (AI-Water) of around 66 * 103 publications. This is 
a tiny proportion of the original corpus: 1.3% of the Water 
Corpus and 2.7% of the AI One. But, for the 2019–2024 
period, the volume of the two constitutive corpora (AI and 
Water) became very similar and the intersection proportion 
grew and became mainly the same (~3%) for both original 
corpora. The remarkable evolution of the volume and propor-
tions of this intersection corpus (AI-Water) clearly shows the 
mutual interest between the two fields and confirms that water 
research is taking hold of AI and tends to benefit from its 
advances. 

This observation reinforces the rationale of our biblio-
metric study. It imposes the duty to try to understand this 

remarkable evolution of research activity at the interface of 
advances in Water and AI. 

In the continuous development of our previous biblio-
metric approaches [30, 31], concerning water issues, we 
propose a heuristic method, favouring an exploratory attitude, 
guided by the main results which emerge from the successive 
stages (Fig. 1).

This incremental and intuitive approach is based on the 
fundamental laws of bibliometrics [32–36], which allows for 
exploring large volumes of data by reducing the size of the 
corpora and entities to be analysed. 

We propose to conduct this bibliometric study on a corpus 
extracted from the bibliographic database Scopus and analyse 
it using the Scival [37, 38] analytical platform, provided by 
‘Elsevier’. 

Figure 1 illustrates the methodological approach and 
presents the different stages of the study and the various 
parameters considered in the analysis. 

3 The Core Activity of the AI-Water 
Domain 

3.1 AI-Water Research, a Recent Strong 
Trend 

At the end of September 2024, the AI-Water corpus on Scopus 
contained 66,150 publications, while + 90% of which were 
published after 2009 and + 67% (i.e. 44,663 Pub.) between 
2019 and September 2024. 

The evolution curve of the whole corpus (Fig. 2) also  
suggests that this field of research is quite recent, which 
predicts an interesting dynamism, of the actors and subjects, 
to be observed.

Indeed, at the end of September 2024, the 44,630 publi-
cations, of the period considered, generated an average of 
10.8 citations, with an FWCI1 of 1.5 (i.e. 50% higher 
than the overall average). Note, however, a modest level of 
international collaboration of 26.3%. 

Furthermore, 21% of this corpus is in the top 10% of most 
cited publications worldwide and 24.3% of its publications 
are in the top 10% of journals by SNIP, 51.8% in the Top 25% 
(Q1 by SNIP). 

These remarkable performances confirm the interest and 
dynamism of this field of research and indicate that it is 
probably at the beginning of its maturity phase.

1 FWCI (Field Weighted Citation Impact) is a normalized metric of the 
average impact of a corpus (set of publications). The FWCI considers 
the context of citations and the type, year and field of each publication 
in the corpus. The average value of FWCI is 1. A value of 1.5 means that 
the corpus is 50% more performing than the average. 
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Fig. 1 Methodological approach

Fig. 2 Evolution and trend of publications in the AI-water field
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Fig. 3 Main subject areas in the 
AI-water field 

3.2 Disciplinary Structure of the AI-Water 
Field 

The AI-Water corpus presents a concentrated distribution of 
disciplinary fields. The disciplinary proportions in the corpus 
(Fig. 3) support a macroscopic analysis of the significant disci-
plines (~share > = 8%). We can thus distinguish three major 
disciplinary groups:

• G1: The first 4 disciplinary fields with contributions above 
19% in the global corpus. Together, they make up ~ 82% of 
the total, with FWCIs between 1.34 and 1.67. This is the 
heart of the distribution: ‘Engineering’, ‘Environmental 
Science’, ‘Computer Science’, and ‘Earth and Planetary 
Sciences’;

• G2: The 5 disciplinary fields contribute between 8 and 12% 
to the corpus studied (1.24 < FWCI < 1.86). Together, they 
make up ~ 44% of the total corpus. Nevertheless, because 
of the disciplinary overlap, they only add ~ 11% more 
to the first group: ‘Physics and Astronomy’, ‘Agricultural 
and Biological Sciences’, ‘Energy’, ‘Mathematics’, and 
‘Materials Science’.

• G3: consists of the other disciplines that contribute barely 
7% more to the first two groups. Let us mention in partic-
ular the 5 most prolific fields of this G3, contributing 
between 5 and 7% to the general corpus, with (1.29 < 
FWCI < 1.7): ‘Social Sciences’, ‘Chemistry’, ‘Chem-
ical Engineering’, ‘Biochemistry, Genetics and Molecular 
Biology’, and ‘Decision Sciences’). 

The head disciplinary fields group G1 shows a structuring 
trend of the AI applications addressed to the environment and 
climate phenomena. This is supported by the second group 
G2, which confirms the importance of mathematics, ther-
modynamics, and atmospheric studies, for agriculture and 

biology applications. The question of water resource manage-
ment is fundamental. It is addressed in particular from the 
energy and materials sciences point of view. 

Then, the main subject areas of group G3 confirm the first 
trends, particularly in chemical and biological engineering 
and decision sciences (Mathematics). The G3 also reminds 
us of the centrality of social sciences in a disciplinary field 
at the crossroads of Water and AI, especially concerning the 
Subcategory ‘Geography, Planning and Development’. 

3.3 Countries’ Contribution 
and Collaboration Networks 

Table 1 describes the front countries of the corpus distri-
bution. There are only 100 countries that participate in the 
overall corpus with + 20 publications, and just 20 countries 
that contribute at + 2% to the corpus. These latter’s accu-
mulate ~ 84% of the world’s achievement, with a maximum 
performance of 32% for China. The rest of the world brings 
only the remaining 16% of the world’s corpus.

In addition to being prolific, these 20 countries show good 
qualitative results. Indeed, they all have FWCIs above the 
global threshold of ‘1’, and only Brazil (1.3), Japan (1.46), 
and China (1.48) have FWCIs below the corpus average (1.5). 
Similarly, they all have proportions of publications above 10% 
in the Top 10% journal percentile by SNIP,2 and only six have 
a rate below the corpus average (24.3%), with a minimum of 
15.4% for India. 

In terms of international collaboration, these 20 countries 
have relatively high rates, with an average of 58.8%, and only

2 The SNIP (Source Normalized Impact per Paper) is a metric of the 
citation impact of Scopus journals. It normalizes citation practices 
across fields and neutralizes the effect of volume and publication year. 
Therefore, SNIP helps compare journals from different fields. 
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Table 1 Prolific countries in the 
AI-water field Countries Publica ons % Inter. 

Collab FWCI % in Top 10% 
Journals by SNIP Corpus % 

China 14310 24,4 1,48 30,1 32% 

84%
  of the O

verall Corpus 

61%
 

57%
 USA 6588 48,3 1,94 34,6 15% 

India 5920 24,9 1,83 15,4 13% 
Iran 2564 56,6 2,15 27,2 6% 
UK 1810 77,6 2,12 37,5 4% 
S-Korea 1626 44,3 1,75 30,7 4% 
Canada 1530 64,7 1,78 35,7 3% 
Germany 1491 65,8 2,02 30 3% 
S-Arabia 1445 80,6 2,68 26,5 3% 
Australia 1320 72,1 2,37 41,8 3% 
Italy 1253 55,5 1,96 29,2 3% 
Malaysia 1070 69,7 2,23 24,9 2% 
Japan 1009 50,4 1,46 23,9 2% 
Spain 999 61,1 1,65 32,1 2% 
Turkey 981 41 1,69 20,9 2% 
Brazil 889 39 1,3 20,4 2% 
France 887 68,5 1,65 32,1 2% 
Egypt 762 77,3 2,62 26,7 2% 
Pakistan 707 84,2 2,73 18,8 2% 
Iraq 674 69,1 2,29 22,7 2%

China (24.4%) and India (24.9%) have rates below the overall 
corpus average (26.3%). 

Furthermore, we know that it is difficult for a country to 
perform in volume (publications) and to maintain, at the same 
time, a high level of citations (high FWCI). We also know that 
publication in renowned journals (high SNIP) is a param-
eter that rather indicates a certain robustness and a willing-
ness to excel, which does not systematically affect visibility 
(FWCI) [39]. On the other hand, international collaboration 
has a proven effect on citation performance (e.g. FWCI) [40, 
41]. The above observations thus allow us to detect countries 
that exhibit their robustness (e.g. + 30% of publications in the 
Top 10% of journals by SNIP), countries that are structurally 
oriented towards international collaboration, or that possibly 
depend on it, (e.g., the UK, Canada, Saudi Arabia, Australia, 
etc.) and, finally, countries that manage to capture maximum 
visibility thanks to their strategies (e.g. FWCI > 1.9). These 
reflexions must be moderated by the volume effect, particu-
larly in the case of the top 3 (China, the United States, and 
India) leading the race in this AI-Water field. 

The countries that constitute the core of this research field 
also structure international collaboration. The network repre-
sented by (Fig. 4), built using Vosviewer (V1.6.20) [42], 
shows the co-publications in the field of AI-Water, over the 
period 2019–2024. It highlights the main actors and the inten-
sity of the relations between the groups. It also shows the 
structuring role of the prolific countries and the networks 
established. For example, the China–USA couple, which 

includes Canada and Hong Kong in its close network, consti-
tutes the essential bridge in international collaboration in this 
field. Other clusters display a regional logic, such as the Euro-
pean network (in red), led by the UK, Germany, Italy, and 
Spain, and the network of Middle East and Central Asia (in 
blue) mainly carried by the Saudi Arabia-Egypt couple. India 
and Iran also lead two clusters (green and yellow) and provide 
a link between the different networks.

4 Bibliometric Deepening by Selective 
Reduction 

The shape of the publication curve (Fig. 2), the concentra-
tions observed in countries (Table 2) and disciplines (Fig. 3) 
are largely consistent with the empirical laws that describe 
general bibliometric distributions [43–45]. Then, as recom-
mended by some previous works [46], the macroscopic explo-
ration of the basic corpus (44,630 Pubs.) suggests a selec-
tive reduction of the main entities of the corpus. This would 
improve the consistency of the data and go deeper to increase 
the relevance and reduce the ‘cost’ of the analytical explo-
ration [47]. We thus limit the corpus to the 20 most prolific 
countries and the first nine Subject Areas of the distribution. 
The result represents the core distribution and summarises the 
dynamics of the AI-water research field. The resulting corpus 
is about 34,846 publications, meaning + 78% of the initial 
corpus.
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Fig. 4 Main collaborating countries (+50 publications)

Table 2 Main subject areas in 
the reduced corpus Subject Areas Publi-

ca ons % 2019 2020 2021 2022 2023 2024 

Engineering 13302 38% 1027 1431 1810 2642 3339 3053 
Environmental Science 11864 34% 817 1193 1712 2189 2939 3014 
Computer Science 10097 29% 957 1188 1533 1968 2557 1894 
Earth & Planetary Sc. 7270 21% 557 834 1163 1453 1663 1600 
Agricultural & Biological Sc. 4421 13% 363 492 674 819 1049 1024 
Physics and Astronomy 4372 12% 341 540 680 867 1066 878 
Energy 3914 11% 289 448 534 804 1008 831 
Mathema cs 3582 10% 350 394 487 666 957 728 
Materials Science 3105 9% 225 358 419 605 761 737 
Social Sciences 2484 7% 192 279 356 486 657 514 
Chemistry 2289 7% 149 242 327 445 540 586 
Chemical Engineering 2033 6% 126 180 279 369 494 585 
Biochemistry, Gene cs and 
Molecular Biology 1993 6% 134 220 278 409 495 457 

Decision Sciences 1498 4% 124 154 234 308 429 249 

4.1 Effect of Reduction on Disciplinary 
Stability 

The new corpus (34,846 Pub.) generates an average of 11.6 
citations per publication, with an FWCI of 1.59 (i.e. 59% 
higher than the world average), with a better level of inter-
national collaboration than the previous corpus (29% versus 
26.3%). In addition, 22.9% of this corpus is in the top 10% 
of most cited publications worldwide and 27.3% of its publi-
cations are in the top 10% of journals by SNIP, 54.9% in the 
Top 25% (Q1 by SNIP). 

The resulting corpus performs better and maintains a 
general balance to represent the AI-water field. Therefore, 
we will conduct additional verification at the level of the 
disciplines covered. 

Table 2 represents the 14 prolific disciplines of the resulting 
corpus (+ 1400 Publications, i.e. + 4% of the corpus). Note 
that the order and proportions have remained almost the same, 
with a general upward trend and a slight rank change between 
‘Physics and Astronomy’, and ‘Agriculture and Biological 
Sciences’. The first three disciplines ‘Engineering’, ‘Envi-
ronmental Sciences’ and ‘Computer Science’ accumulate +
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77% of the corpus, with a firm increase over the period studied. 
The other, less prolific Subject Areas also show a remarkable 
increase in volume. 

These disciplines, including ‘Social Science’, are interde-
pendent and confirm the multidisciplinarity that increasingly 
marks research activity [48, 49]. 

To do short, the first 5 disciplines total ~ 91% of the new 
corpus. This confirms the normal appearance of a biblio-
metric distribution [50, 51] and the representativeness of the 
first disciplines due to their interaction with the rest of the 
disciplines in this corpus. Indeed, the preserved disciplinary 
structure confirms the quality of the reduction carried out 
on the initial corpus and thus supports the relevance of the 
incremental bibliometric approach [52]. This will allow us to 
specify the preliminary analysis (Fig. 3) while maintaining 
satisfying confidence and representativeness. 

4.2 Sources Consistency in the Reduced 
Corpus 

Figure 5 shows the bibliographic coupling network between 
the first 100 sources (Journals, Conferences, etc.) that contain 
at least 50 publications and have received a minimum of 100 

citations. Analysis of this list, using Vosviewer, suggests an 
exploratory approach to the main research orientations of the 
field [53–56]. 

Hence, a strong orientation to use observation and 
measurement techniques, particularly from remote sensing, 
photometry, and physicochemical properties of materials. 
These tools make it possible to generate masses of rich and 
valuable data, which implies sophisticated processing, using 
advances in AI and engineering approaches, from the fields 
of Networks and Systems, Geo-information, etc. 

The main aims are oriented towards a better understanding 
of phenomena related to hydrology in general, such as 
the environment, energy, oceans, chemosphere, pollution, 
agriculture, construction, sustainability, etc. 

5 Topics and Prominence in Water-AI 
Research 

The post-reduction checks (Sect. 4) reassure us about the 
stability and improvement of knowledge that the retained 
corpus (AI-Water) could reveal. We are ready to delve into 
this research area, particularly by exploring the Prominent 
Research Questions (Topics).

Fig. 5 Main sources (+ 50 publications and + 100 citations) 



50 H. Boutracheh et al.

Indeed, Scival proposes a classification of research 
subjects, based on a direct clustering citation method. This 
results in a built ‘Prominent Topics’, or simply Topics. 

A Topic is a unique, dynamic, and homogeneous set of 
publications, linked according to certain parameters (cita-
tions, views, and sources’ performance) that reveal the 
‘momentum’ of this research question [57, 58]. An index of 
‘Prominence’ gives a numerical value for this momentum (a 
percentile classification) [59]. 

Scival supports a corpus analysis by calculating its contri-
bution to a list of around 94,000 Topics, and 1500 Topic Clus-
ters. This allows us to go deepen the analysis of the domain’s 
research trends and main opportunities [60, 61]. 

For our case, the AI-Water corpus selected contributes to 
6845 Topics (belonging to 1001 Topic Clusters). It should 
be noted that the new corpus still retains very satisfactory 
representativeness. Indeed, this retained corpus covers + 78% 
of the initial number of Topics (and + 86% of Topic Clusters). 

For the analysis, we will use some parameters that allow 
us to evaluate the relative importance of each of the Topics 
for the studied domain. Thus, for each key topic, we have the 
following metrics:

• Pubs.: the number of corpus’s publications shared with 
the Topic concerned. This gives an idea of the relative 
importance of the Topic in the corpus studied.

• Topic Share (%): Inversely, the contribution of the studied 
corpus in the Topic indicates the specialisation of this 
corpus and its relative importance for the Topic, compared 
to the whole database (Scopus).

• Growth (%): The volume evolution (%) of the corpus 
studied concerning the current Topic.

• Prom-Perc.: The  Prominence Percentile (%) gives a 
general idea of the topic’s ‘momentum’ and current 
opportunities for the research community. 

5.1 Prolific Key Topics of the AI-Water Field 

Table 3 represents Topics participating higher than 0.5% in 
the AI-Water corpus. All these topics have a high momentum 
(Prom-Perc. > 94.7%). Furthermore, the AI-Water corpus 
is structurally constitutive of the Topics: ‘Artificial Neural 
Network; Support Vector Machine; Flood Control’ [62, 63], 
‘Artificial Neural Network; Dissolved Oxygen; Water Pollu-
tion’ [64, 65], ‘Artificial Neural Network; Support Vector 
Machine; Groundwater Resource’ [66, 67], and ‘Neural 
Network; Chemical Oxygen Demand; Wastewater Treatment 
Plant’ [68, 69], with participation of 41.3%, 64.2%, 58.8% 
and 46.1% respectively and FWCI values of 2.18, 2.41, 1.96 
and 1.81. 

Thus, from a volume point of view, the interest is focused 
on the use of AI tools, in particular the ‘Artificial Neural 
Network (ANN) and the ‘Support Vector Machine’ (SVM), 
to study problems of control, supervision, and prediction of 
phenomena related to floods, water pollution, underground 
resources, sewage treatment plants, etc. The assessment of 
dissolved Oxygen in water, its chemical demand, and its 
interest in predicting biological phenomena seems to be a 
central issue at this stage. 

On the other hand, ‘Remote Sensing; Ocean Color; 
Coastal Water’, ‘Evapotranspiration; China; Climate Change’ 
[70], ‘Evapotranspiration; Penman–Monteith Equation; Crop

Table 3 Main topics by number of publications (+ 0.5% of the AI-water corpus) 

Top Topics by Publica ons Pubs. Topic Share 
(%) 

Growth 
(%) FWCI Prom-

Perc. 
Ar ficial Neural Network; Support Vector Machine; Flood Control 1237 41,3 12,8 2,18 99,58 
Ar ficial Neural Network; Dissolved Oxygen; Water Pollu on 977 64,2 -6,2 2,41 99,07 
Remote Sensing; Ocean Color; Coastal Water 613 19,9 243 1,73 99,32 
Irriga on System; Wireless Sensor Network; Internet of Things 469 9,2 93,8 2,24 99,729 
Deep Learning; Convolu onal Neural Network; Object Detec on 402 1,3 128,5 1,34 99,986 
Ar ficial Neural Network; Support Vector Machine; Groundwater 
Resource 366 58,8 6,7 1,96 97,05 

Compressive Strength; Ar ficial Neural Network; Machine Learn-
ing 320 21,4 54 3,08 99,423 

Evapotranspira on; Penman-Monteith Equa on; Crop Coeffi-
cient 310 22,9 197,2 2,48 97,958 

Remote Sensing; Surface Water; Climate Change 281 18,1 61 2,17 97,979 
Neural Network; Chemical Oxygen Demand; Wastewater Treat-
ment Plant 255 46,1 56,8 1,81 96,391 

Deep Learning; Image Reconstruc on; Image Color Processing 224 11,4 194,2 1,8 98,365 
Nanofluid; Thermal Conduc vity; Heat Convec on 210 4,2 59,3 2,75 99,785 
Evapotranspira on; China; Climate Change 185 3,9 235,2 1,92 99,766 
Ar ficial Neural Network; Water Wave; Sea Level 182 33,6 31,7 1,79 95,263 
Water Distribu on System; Distribu on Network; Hydraulics 176 29,4 123,4 1,33 94,728 
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Coefficient’ [71, 72] and ‘Deep Learning; Image Reconstruc-
tion; Image Color Processing’ [73] are the Topics that show 
the highest growth rates over the period 2019–2023, with 
respective values of 243, 235.2, 197.2, and 194.2%. 

These dynamic Topics show a firm tendency to study the 
Evapotranspiration of cultures and Coastal Waters. Remote 
sensing is the main observation technique used to assess the 
impacts of climate change. AI possibilities (i.e. deep learning) 
are mobilised to better exploit the large amounts of data 
collected, particularly for image and colour processing. AI 
thus implements scientific knowledge on these phenomena 
(crop coefficient, Penman–Monteith equation, etc.) to develop 
monitoring and predicting tools. 

5.2 Key Topics of Specialisation 
in the AI-Water Field 

Table 4 represents among the first ones in terms of volume, 
the Topics where the contribution of the AI-Water corpus 
is greater than 18%. Despite the strong contribution in the 
first three Topics (between 49 and 64%) and their respectable 
performances in FWCI (between 1.23 and 2.41), the growth 
observed is negative to very low (− 20 to 6.7%). These Topics 
deal with water pollution, flocculation in treatment plants, and 
groundwater [74–76]. 

A second group of Topics, with corpus participation 
between 40 and 46% and publications between 91 and 
255, shows growths between 56.8 and 194% and FWCIs 
of 1.31–1.87. This group highlights the usage of ANN for 
water demand and management issues [77, 78], observa-
tion and measurement of water temperatures and surfaces 
[79], and wastewater treatment at the station level. These 
issues are addressed from the chemical (oxygen demand) and 
geophysical [80] (water masses and surfaces) points of view. 

A third group, whose participation in the Topics is 
between 18 and 29% and growth between 123 and 1100%, 
brings issues related to evapotranspiration, systems and 
networks of distribution [81, 82], and management of 
drinking and agricultural water and monitoring of pollu-
tion [83]. Of particular note is the spectacular growth of 
1100% of the Topic ‘Remote Sensing; Farmland; Water 
Management’. 

In this group, AI is useful for processing data and 
images, provided by remote sensing and UV/VIS Spec-
troscopy techniques [84], to reconstruct images and eval-
uate physicochemical dynamics, such as chemical oxygen 
demand [85]. 

Note finally, the performance of 5.76 (FWCI) of the Topic 
‘Remote Sensing; Farmland; Water Management’ which 
deals with an advanced technique of enhanced oil recovery 
using carbon dioxide (CO2 EOR) [86, 87].

Table 4 Main topics by the AI-water contribution (+18% of the topic share) 

Topic Pubs. Topic 
Share (%) 

Growth 
(%) FWCI Prom-

Perc 
Ar ficial Neural Network; Dissolved Oxygen; Water Pollu on 977 64 -6,2 2,41 99,07 
Ar ficial Neural Network; Support Vector Machine; Groundwater Resource 366 59 6,7 1,96 97,05 
Water Treatment Plant; Neural Network; Floccula on 50 49 -20 1,23 76,813 
Neural Network; Chemical Oxygen Demand; Wastewater Treatment Plant 255 46 56,8 1,81 96,391 
Surface Water; Sea Surface Temperature; Geophysics 118 46 81,1 1,54 85,497 
Water Demand; Ar ficial Neural Network; Climate Change 168 42 62,1 1,31 89,85 
Ar ficial Neural Network; Support Vector Machine; Flood Control 1237 41 12,8 2,18 99,58 
Ar ficial Neural Network; Support Vector Machine; Water Management 91 40 194 1,87 87,512 
Cyanobacteria; Phytoplankton; Harmful Algal Blooms 89 37 38,4 1,47 87,246 
Ar ficial Neural Network; Water Wave; Sea Level 182 34 31,7 1,79 95,263 
Neural Network; Reverse Osmosis; Desalina on 42 33 -5,9 1,59 88,29 
Water Distribu on System; Distribu on Network; Hydraulics 176 29 123,4 1,33 94,728 
Coal Mine; Laser Induced Fluorescence; Flood 37 25 16,7 0,7 63,638 
Evapotranspira on; Penman-Monteith Equa on; Crop Coefficient 310 23 197,2 2,48 97,958 
Compressive Strength; Ar ficial Neural Network; Machine Learning 320 21 54 3,08 99,423 
Remote Sensing; Farmland; Water Management 36 20 1100 1,06 79,867 
Remote Sensing; Ocean Color; Coastal Water 613 20 243 1,73 99,32 
Flood Plain; River Basin; Wetland Management 28 20 - 1,9 79,934 
Remote Sensing; Synthe c Aperture Radar; Image Classifica on 59 19 107,6 2,1 90,043 
Compressive Strength; Ar ficial Neural Network; Rheology 23 19 - 2,79 84,476 
Carbon Dioxide; Oil Well; Enhanced Oil Recovery 12 19 75 5,76 53,845 
Chemical Oxygen Demand; UV/VIS Spectroscopy; Water Pollu on 40 19 238 0,69 78,513 
Water Distribu on System; Failure Analysis; Potable Water 89 18 171,7 1,35 89,591 
Remote Sensing; Surface Water; Climate Change 281 18 61 2,17 97,979 
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5.3 Declining Key Topics of the AI-Water 
Field 

Table 5 represents, among the first in volume and those with 
topic share > 3%, the declining topics (growth (%) < 0). 

Some Topics, such as ‘Nuclear Fuel; Neural Network; 
Nuclear Power Plant’ [88] and ‘Hydraulic Conductivity; Infil-
trometer; Soil Water’ [89], have a sharp decline (resp. − 
54.9% and − 30.1%), accentuated by a weak performance 
in FWCI (resp. 0.98 and 1.14). This group shows a strong 
trend of disengagement from this research area compared to 
these Topics.

Others, such as ‘Infill Drilling; Rate of Penetration; 
Machine Learning’ [90] and ‘Neural Network; Deep 
Learning; Physics’ [91], have a strong decline (resp. − 
63.6% and − 21.4%) but remarkable performances in FWCI 
(resp. 2.99 and 496). This contrast could indicate a certain 
reorientation towards new research questions that shift from 
the main field of AI-Water currently studied. 

Finally, some Topics, such as ‘Greenhouse Gas; Nitrogen 
Oxide; Wastewater Treatment’ [92] and ‘Remote Sensing; 
Satellite Altimetry; Climate Change’ [93], with a low decline 
(resp. − 4.1 and − 7%) have remarkable FWCIs (resp. 3.44 
and 2.06). This would probably be a cyclical effect or 
the emergence of new trends that have not yet been well-
established in specialist circles. In all these cases, it is neces-
sary to deepen the explorations and verify all hypotheses and 
probable interpretations. 

In sum, the analysis of the most representative topics 
corroborates the above exploration of the main Subject Areas 
(Sect. 4.1). 

First, a high concentration of publications (469–1237 
Pubs.) for the four topics ‘Artificial Neural Network; Support 
Vector Machine; Flood Control’, ‘Artificial Neural Network; 
Dissolved Oxygen; Water Pollution’, ‘Remote Sensing; 
Ocean Color; Coastal Water’ and ‘Irrigation System; Wire-
less Sensor Network; Internet of Things’, with the highest 
rate of growth for the third one (243% over the 2019–2024 
period). 

The ‘Topic share’ ranking proposes another set of growing 
Topics: ‘Neural Network; Chemical Oxygen Demand; 
Wastewater Treatment Plant’, ‘Surface Water; Sea Surface 
Temperature; Geophysics’, ‘Water Demand; Artificial Neural 
Network; Climate Change’, ‘Artificial Neural Network; 
Support Vector Machine; Water Management’, ‘Water Distri-
bution System; Distribution Network; Hydraulics’ and ‘Evap-
otranspiration; Penman–Monteith Equation; Crop Coeffi-
cient’. The AI-Water corpus is strongly represented in these 
Topics (23–46% of Topic Share) and shows a high Growth 
rate (56.8–197.2%). 

On the other hand, ‘Remote Sensing; Farmland; Water 
Management’ is showing the highest Growth rate (1100%), 
with a Topic Share higher than 18%. While the Topic ‘Carbon 

Dioxide; Oil Well; Enhanced Oil Recovery’ performs the 
highest value of FWCI, with a growth rate of 75%. 

Finally, declining Topics also allow us to capture inverse 
trends and try to detect the meaning behind some controversial 
signals presented by certain Topics (High FWCI and negative 
Growth Trend!). 

6 Concepts Analysis of the Main AI-Water 
Topics 

The topics explored previously are built on citation networks 
that reveal semantic coherence and thematic dependency. 
Terminological analysis would provide detailed knowledge 
of the trends and concepts addressed by the main Topics 
[30, 31, 59]. 

The algorithms behind Scival [94] allow us to attribute 
terms (or keyphrases) to each publication of the corpus 
studied. These terms (or Concepts) have a weight, between 
a minimum of 0 and a maximum of 1, which reflects their 
relative importance in the corpus studied. 

Then, we will explore the main terms of the key topics and 
evaluate their relative importance and the major trends that 
emerge from this analysis. 

6.1 Main Concepts of the Entire AI-Water 
Corpus 

For the general corpus, the word cloud in Fig. 6 Main 
concepts of the whole corpus (first 50 terms)shows the most 
relevant terms (size ~ 0 to 1) that are growing (green colour). 
These first 50 key terms are present in ~ 82% of the publica-
tions in the AI-Water corpus, which gives them good repre-
sentativeness. In addition, 62% of these terms show growth 
greater than 200%, over the period 2019–2024, with a peak 
of 722% for ‘Random Forest’ [64, 95] and a minimum of 
78% for ‘Backpropagation’ [96].

Furthermore, concepts and algorithms of AI and ‘Machine 
Learning’ dominate this list of first terms. Indeed, except 
for ‘Remote Sensing’, the most relevant terms are rather 
related to these methods, such as ‘Learning System’, ‘Artifi-
cial/Convolutional/Deep/Neural Network’, ‘Deep Learning’, 
‘Long Short-Term Memory’, ‘Support Vector Machine’, 
‘Sentinel-2’, ‘Deep Neural Network’, etc. 

The ranking by growth rate highlights additional concepts, 
more related to water resources, agriculture and image 
processing issues: ‘Water Quality Index’ [97], ‘Image 
Enhancement’, ‘Water Body’, ‘Sea Surface’, ‘Precision Agri-
culture’ [98], ‘Convolutional Neural Network’, ‘Satellite 
Imagery’, ‘Water Resource’, ‘Evapotranspiration’, ‘Stream-
flow’, ‘Flood Control’, ‘Groundwater’ [99], ‘Soil Moisture’, 
etc.
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Table 5 Main declining topics in the AI-water corpus (Pubs. > 18; topic share > 3%) 

Topic Pubs. Topic 
Share (%) 

Growth 
(%) FWCI Prom-

Perc 
Ar ficial Neural Network; Dissolved Oxygen; Water Pollu on 977 64,19 -6,2 2,41 99,07 
Water Treatment Plant; Neural Network; Floccula on 50 49,02 -20 1,23 76,813 
Neural Network; Reverse Osmosis; Desalina on 42 32,81 -5,9 1,59 88,29 
Gamma Radia on; Neural Network; Two Phase Flow 37 17,21 -31,4 1,6 86,559 
Distribu on System; Cyber Physical Systems; Network Security 21 17,07 -54,3 1,89 80,411 
Remote Sensing; Synthe c Aperture Radar; Radar Imaging 30 16,22 -4,8 0,9 84,434 
Nuclear Fuel; Neural Network; Nuclear Power Plant 69 11,86 -54,9 0,98 92,053 
Water Distribu on System; Gene c Algorithm; Potable Water 32 11,72 -46,1 1,34 85,368 
Monitoring System; Early Warning System; Internet of Things 42 10,99 -0,2 0,99 83,682 
Spillway; Numerical Model; Discharge Coefficient 34 8,85 -43,2 1,73 86,758 
Rain Gage; TRMM; Soil Moisture 141 5,62 -9,9 1,66 98,858 
Remote Sensing; Satellite Al metry; Climate Change 38 5,47 -7 2,06 94,519 
Synthe c Aperture Radar; Hydrogeology; Subsidence 21 5,19 -47,9 1,67 90,033 
Infill Drilling; Rate of Penetra on; Machine Learning 24 4,03 -63,6 2,99 92,173 
Greenhouse Gas; Nitrogen Oxide; Wastewater Treatment 20 3,68 -4,1 3,44 96,074 
Synthe c Aperture Radar; Remote Sensing; Vegeta on 32 3,58 -42,7 1,47 94,932 
Principal Component Analysis; Surface Water; Environmental Monitoring 27 3,35 -40,6 1,51 94,281 
Neural Network; Deep Learning; Physics 106 3,18 -21,4 4,96 99,699 
Fault Detec on; Air Condi oning; Energy Engineering 33 3,18 -6,6 1,35 98,458 
Hydraulic Conduc vity; Infiltrometer; Soil Water 19 2,86 -30,1 1,14 92,059 
Remote Sensing; Image Analysis; Vegeta on 21 2,72 -31,2 1,57 89,531 
Remote Sensing; Satellite Imagery; Image Processing 26 2,69 -6,3 1,24 95,282 
Two-Phase Flow; Pressure Gradient; Computa onal Fluid Dynamics 23 2,55 -3,8 1,49 91,687

Fig. 6 Main concepts of the 
whole corpus (first 50 terms)

This observation confirms the previous analysis and further 
specifies the general trend of the AI-Water corpus. 

6.2 Key Concepts of Prolific Topics 

We now explore the main terms (Concepts) of the 6 
most prolific key topics (between 366 and 1237 publi-
cations). These are ‘Artificial Neural Network; Support 
Vector Machine; Flood Control’, ‘Artificial Neural Network; 

Dissolved Oxygen; Water Pollution’, ‘Remote Sensing; 
Ocean Color; Coastal Water’, ‘Irrigation System; Wireless 
Sensor Network; Internet of Things’, ‘Deep Learning; Convo-
lutional Neural Network; Object Detection’ and ‘Artificial 
Neural Network; Support Vector Machine; Groundwater 
Resource. 

The corpus constituted by these 6 prolific Topics contains 
4064 publications, i.e. 11.7% of the general corpus. This set 
generates on average 15.4 citations per publication, with an 
FWCI of 2.07. It also shows a better rate of international



54 H. Boutracheh et al.

Fig. 7 Top 50 terms  of  the top  6  
prolific topics of the AI-water 
corpus 

Table 6 Emerging concepts from the top 6 prolific topics 

Terms Concepts Relevance 
(0 to 1) 

Pub. Growth 
(%) 2019-2023 Pubs. 

Short Term Memory 0,28 2050 140 
Water Quality Monitoring 0,25 837,5 237 
River Pollu on 0,24 322,2 120 
Suspended Sediment 0,24 45,5 102 
Gated Recurrent Unit 0,23 1500 110 
Short-Term Memory-2 0,22 825 123 
Irriga on System 0,22 278,6 166 
Decomposi on Analysis 0,22 66,7 89 
Lake Water 0,21 387,5 116 
Biochemical Oxygen Demand 0,21 100 95 
Rainfall-Runoff Modeling 0,21 88,9 89 
Eutrophica on 0,2 2900 116 
Water Pollu on 0,2 381,3 243 
Inland Water 0,19 620 127 
Wavelet Analysis 0,19 66,7 90 
Op cal Remote Sensing 0,18 1400 70 
Agricultural Science 0,18 426,7 257 
Turbidity 0,18 300 187 
Water Resources Development 0,18 284,6 385 
Gene c Algorithm 0,18 66,7 122 
Varia onal Mode Decomposi on 0,17 533,3 74 
Wavelet 0,17 70,8 194 

collaboration than the general corpus (30.7%). In addition, 
29.2% of this corpus is in the top 10% of the most cited publi-
cations in the world and 22% of its publications are in the top 
10% of journals according to SNIP and 49.1% in the Top 25% 
(Q1-SNIP). 

The word cloud (Fig. 7) of the subset of the 6 prolific 
Topics (4064 Pubs.) confirms the trends of the general 
corpus, particularly concerning the most used AI methods 
to address water management issues in their different 
forms, facing the scientific challenges of acquisition, 

processing, reconstruction, and interpretation of data and 
images collected on physical and chemical phenomena in 
manifestation. This cloud also brings new complementary 
concepts, as shown in Table 6. 

These concepts bring more interest to the issues of pollu-
tion and water quality in environments such as lakes, rivers 
or for irrigation [100–102]. The AI methods and algorithms, 
such as ‘Short-Term Memory’ [62], ‘Gated Recurrent Unit’ 
[103], ‘Wavelet Analysis’ [104], ‘Variational Mode Decom-
position’ [105], etc. are used to process observation data
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Fig. 8 Main concepts of the nine 
topics where the AI-water share 
is the highest 

on phenomena, such as ‘Eutrophication’ [106], ‘Turbidity’ 
[107], ‘Suspended Sediment’ [108], etc. 

Thus, imaging techniques, such as ‘Optical Remote 
Sensing’ [109, 110], and analytical techniques measuring 
biochemical or physical parameters [111, 112] (‘Eutrophi-
cation’, ‘Biochemical Oxygen Demand’, ‘Suspended Sedi-
ment’, etc.) generate large amounts of data and images and 
provide rich inputs for AI tools to enhance understanding and 
prediction of water phenomena. 

6.3 Key Concepts of Topics of High 
Specialisation 

Among the 500 most prolific topics, there are nine topics 
for which the AI-water corpus verifies the following condi-
tions: participation greater than 21% and growth (2019– 
2023) greater than 30%. These are the Topics: ‘Neural 
Network; Chemical Oxygen Demand; Wastewater Treat-
ment Plant’, ‘Surface Water; Sea Surface Temperature; 
Geophysics’, ‘Water Demand; Artificial Neural Network; 
Climate Change’, ‘Artificial Neural Network; Support 
Vector Machine; Flood Control’, ‘Artificial Neural Network; 
Support Vector Machine; Water Management’, ‘Cyanobac-
teria; Phytoplankton; Harmful Algal Blooms’, ‘Artificial 
Neural Network; Water Wave; Sea Level’, ‘Water Distribu-
tion System; Distribution Network; Hydraulics’, ‘Evapotran-
spiration; Penman–Monteith Equation; Crop Coefficient’ and 
‘Compressive Strength; Artificial Neural Network; Machine 
Learning’. 

The corpus constituted by these nine topics contains 1709 
publications, equivalent to 5% of the overall corpus. This set 
generates an average of 17 citations per publication, with an 

FWCI of 2.03 and a rate of international collaboration of 
32.6%. In addition, 34.9% of this corpus is in the top 10% of 
the world’s most cited publications, and 31.2% of its publi-
cations are in the top 10% of journals according to SNIP and 
54.3% in the Top 25% (Q1). 

The concepts related to AI and machine learning are among 
the most frequent terms in the subset of the nine topics 
[113–115]. 

On the other hand, the most relevant terms are related to 
some priorities (Fig. 8) like Evapotranspiration [116], Moni-
toring of Water Surfaces and Management of Drinking Water 
or Wastewater [117, 118]. In addition, the focus on these nine 
topics brings new concepts to the previous analyses (Table 7).

In addition to a reminder of some AI concepts (Short-
Term Memory, Extreme Learning Machine, Fuzzy Infer-
ence System), at least four trends are identified in Table 7. 
The first concerns water issues and the interactions of adju-
vants with water in the mixtures used to dimension and 
calculate the stresses and compressions involved [119–124]. 
This is translated by the concepts: Concrete/Compressive 
Strength; Aggregate; Mixture; High Performance; Cement/ 
, Silica Fume, etc. This first trend is probably linked to the 
others, such as the one related to the wastewater field: Wastew-
ater/Water Treatment Plant, Reaction Temperature, Sewage 
Pumping Plants, etc. [125–127] and the one associated with 
the management of drinking water demand: Water Demand/ 
Supply, Forecasting, Leak Detection, etc. [128–131]. 

A last trend concerns the observation and study of geophys-
ical phenomena: Wave Height, Water and Ocean Waves, etc. 
[132–135]. This field, of great interest for environmental and 
sustainability issues, benefits from AI possibilities to better 
exploit complex observational and imaging data, which are 
now available.
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Table 7 Emerging concepts from the nine topics where the AI-water share is the highest 

Terms Concepts Relevance 
(0 to 1) 

Pub. Growth 
(%) 2019-2023 Pubs. 

Significant Wave Height 0,51 600 93 
Wastewater Treatment Plant 0,49 153,3 130 
Compressive Strength 0,47 361,5 225 
Concrete Compressive Strength 0,43 966,7 103 
Water Demand 0,43 283,3 84 
Wave Height 0,42 900 96 
Demand Forecas ng 0,42 18,2 68 
Water Wave 0,4 440 91 
Concrete Aggregate 0,4 1000 67 
Concrete Mixture 0,37 500 83 
Water Treatment Plant 0,37 81,8 68 
High Performance Concrete 0,37 325 58 
High-Performance Concrete 0,33 325 56 
Reac on Temperature 0,31 360 71 
Sewage Pumping Plants 0,31 62,5 40 
Waste Water Treatment Plant 0,29 80 64 
Ocean Wave 0,27 650 50 
Short-Term Memory 0,26 1300 51 
Silica Fume 0,25 1200 43 
Leak Detec on 0,24 1300 37 
Water Supply 0,22 600 175 
Extreme Learning Machine 0,22 20 52 
Aggregate Concrete 0,2 1800 53 
Geophysics 0,18 280 64 
Fuzzy Inference System 0,18 12,5 57 
Cement Concrete 0,18 400 35

7 Summary and Conclusions 

The intersection of AI and Water research is emerging as a 
dynamic field, with promising potential to address pressing 
global water challenges. This bibliometric study reveals 
significant trends and evolving opportunities in the AI-Water 
domain through an incremental heuristic approach, providing 
insight into how AI could shape water-related research, 
applications, and science policies. 

The bibliometric analysis highlights the rapid growth of 
this interdisciplinary field. Although the AI-water corpus 
accounts for a relatively small proportion of the total AI 
and water research output (around 3% in recent years), the 
convergence between the two fields has intensified, with 
increasing volumes and proportional balance during the last 
few years. This evolution indicates the growing relevance 
of AI tools, such as ANN, SVM, LSTM, ELM, etc., to 
solve complex problems like flood control, water pollution 
management, water quality, and underground resource moni-
toring. 

A critical finding of the study is the identification of 
thematic areas with both high growth rates and substan-
tial AI integration. Indeed, the topics of Remote Sensing, 

Optics, Wireless Sensors, IoT, etc., demonstrate high inte-
gration of AI’s capacity to advance agricultural water prac-
tices and drinking water supply through data-driven fore-
casting, crop coefficients, quality index, and evapotranspi-
ration predictive models. Similarly, AI-powered image and 
colour processing tools are increasingly applied in climate 
studies to monitor coastal waters and analyse ocean colour, 
illustrating the broader environmental implications of AI. 

On the other hand, some topics, such as groundwater 
management and water pollution treatment, show declining 
growth or minimal increase despite respectable FWCI scores. 
This discrepancy suggests either a saturation in research focus 
or a transition towards newer, more specialised sub-fields. 
This underscores the need for continuous adaptation and inno-
vative research strategies to sustain progress in areas where 
AI has already established its utility. 

The study also captures inverse trends, with high FWCI 
values but declining output in areas like water treatment floc-
culation. These contradictory signals could indicate shifts in 
research priorities or emerging technological constraints that 
warrant further investigation. 

For instance, while wastewater treatment remains a rele-
vant issue, newer AI applications in geophysical monitoring,
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such as water waves and sea surface temperature studies, are 
gaining momentum. 

The word cloud analysis reinforces these observations, 
revealing that AI concepts, including convolutional neural 
networks, deep learning models, and random forests, are 
among the fastest-growing terms. This signals a strong 
methodological shift in the field, where AI-based algorithms 
are central to addressing critical water-related phenomena like 
streamflow forecasting, eutrophication, and sediment suspen-
sion. Moreover, the dominance of remote sensing, optic 
imaging, and biochemical data in this research reflects the 
field’s increasing reliance on large datasets and sophisticated 
analytics to develop predictive and monitoring tools. 

In terms of future opportunities, some key trends stand 
out: AI-driven management of drinking and agricultural water 
through predictive analytics and leak detection systems; 
advanced wastewater treatment methods; integration of AI 
into geophysical observations to monitor phenomena like 
wave height and ocean dynamics; Enhanced material science 
applications, such as the study of compressive strength in 
water-cement mixtures for sustainable construction, etc. 

In conclusion, the integration of AI into water research is 
not only expanding the methodological toolkit available to 
scientists but also creating new avenues for tackling water 
management challenges. The convergence of these fields 
offers policymakers and practitioners actionable insights into 
sustainable water practices. Future research should focus on 
reinforcing interdisciplinary collaboration, developing inno-
vative AI frameworks tailored to water issues, and addressing 
emerging gaps to sustain the positive growth trajectory 
observed in recent years. This evolving landscape offers 
an unprecedented opportunity to harness AI’s potential for 
smarter, more efficient water management systems. 
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Abstract 

As the challenges in water resource management escalate, 
especially in water-scarce regions like Morocco, utilizing 
big data analytics has emerged as a promising approach 
for optimizing resource allocation and improving decision-
making processes. This review synthesizes existing litera-
ture on using big data analytics in water resource manage-
ment, specifically focusing on its applications and poten-
tial within the Moroccan context. By examining various 
studies and projects, this paper explores the benefits, 
challenges, and opportunities associated with integrating 
big data analytics into water management practices in 
Morocco. Through a comprehensive analysis, we identify 
key insights and gaps in current research, providing valu-
able recommendations for policymakers and researchers 
aiming to leverage big data analytics for sustainable water 
resource management in the country. 
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1 Introduction 

Morocco, like many arid and semi-arid regions, faces signifi-
cant water resource management challenges. With a growing 
population, expanding urbanization, and the impacts of 
climate change, water demand is increasing, while water 
availability is becoming more uncertain [1]. This exacer-
bates water scarcity, inefficient water use, and inadequate 
infrastructure, posing substantial risks to socio-economic 
development and environmental sustainability [2]. 

In this context, the application of big data analysis is 
highly promising for tackling the complex issues of water 
resource management in Morocco. Big data analytics can 
process vast amounts of data from a variety of sources, 
including remote sensing, weather stations, sensors and socio-
economic indicators. By exploiting advanced analysis tech-
niques such as machine learning, data mining and predictive 
modeling, decision-makers can gain valuable insights into 
water availability, patterns of demand and the effectiveness 
of management strategies [3]. 

The aims of this article are twofold: firstly, to explore 
the importance of big data analysis in the context of water 
resource management in Morocco, and secondly, to provide 
an overview of the literature that exists on this topic. 
Through an exhaustive review of relevant studies and projects, 
including works [1], we aim to elucidate the potential appli-
cations, challenges and opportunities associated with inte-
grating big data analytics into water management practices in 
Morocco. 

By setting the context for the challenges of water resource 
management in Morocco and highlighting the importance of 
big data analytics in addressing these challenges, this intro-
duction sets the scene for the following sections of the article. 
Through a systematic literature review, we will strive to 
contribute to a better understanding of how big data analytics 
can be harnessed to improve water resource management 
strategies and foster sustainable development in Morocco.
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2 Context of Water Resource 
Management in Morocco 

Morocco, with its arid to semi-arid climate, faces major 
water resource management challenges. The country’s fast-
growing population and high demand for water have made 
it a priority to meet the growing demand for water. With 
a rapidly growing population and demand in sectors such 
as agriculture, industry and domestic use, pressure on water 
resources. Pressure on water resources is intensifying. In addi-
tion, the country is experiencing precipitation, exacerbated by 
the effects of climate change, leading to water shortages. Of 
climate change, leading to recurrent droughts and scarcity 
episodes of water. 

One of the main challenges facing water management in 
Morocco is the imbalance between water supply and demand. 
Between water supply and demand. Despite initiatives aimed 
at developing water infrastructure and implementing conser-
vation actions, water scarcity remains a persistent issue, 
particularly in rural and peri-urban areas. Moreover, water 
use practices are inefficient, outdated irrigation techniques 
and inadequate water governance exacerbate the problem. 

Previous research on water resource management in 
Morocco has emphasized these challenges and suggested 
multiple strategies for overcoming them. Much of the research 
has centered around water allocation mechanisms, irrigation 
efficiency, integrated water resource management concepts 
and water pricing policies (Wang et al. By drawing on 
the results and study recommendations, policymakers and 
stakeholders gaining valuable insights into the challenges 
and opportunities facing water management in Morocco and 
helping inform more sustainable practices and policies in the 
future. 

3 Fundamental Concepts of Big Data 
Analytics 

Big data analytics extracts actionable insights from large and 
complex datasets, often characterized by volume, velocity, 
and variety. It involves systematically analyzing data to 
uncover hidden patterns, correlations, and trends that can 
inform decision-making and drive innovation across various 
domains. 

Critical concepts in big data analytics can be summarized 
as follows (Fig. 1). 

Data Collection and Acquisition: This step plays the first 
and an essential role in the initial phase; data are collected 

from different sources, which can include sensors, social 
media, mobile devices, IoT devices, etc. Structured data, from 
databases and spreadsheets, and unstructured data from text, 
images, and multimedia sources may be collected. 

Data Storage and Management: Considering the huge 
volumes of data, sufficient storage and management tools 
are critical. Commonly, big data technologies like HDFS 
(Hadoop Distributed File System) and NoSQL databases 
(MongoDB, Cassandra) will structure the data in a scalable 
and efficiently accessible manner. 

Data Processing and Analysis: Big data analytics cover 
various methods and techniques that process and analyze 
data. It includes descriptive analytics for the summation and 
visualization of data, diagnostic analytics for the detection of 
patterns and anomalies, predictive to estimate future behavior 
and prescriptive to recommend optimal actions. 

Machine Learning and Artificial Intelligence: Machine 
learning algorithms are the backbone of big data analytics, 
allowing computers to learn from data and make predictions 
or decisions without explicit programming. Methods such 
as supervised, used to create predictive models, classified as 
supervised, unsupervised, and reinforcement learning. 

Data visualization and interpretation: Effective commu-
nication of the insights is as critical for big data analytics. 
Other data visualization techniques like charts graphs. And 
dashboards convey results visually, in a chart-like manner, to 
make it easier for stakeholders to digest and use the data. 

It covers all the methods and tools to derive value from 
big data analytics, in other words, of large and heterogeneous 
data. Using these basic ideas and methods organizations are 
able to have greater insights, innovate and make data driven 
decisions to meet objectives. 

4 Applications of Big Data Analytics 
in Water Resource Management 

The Applications of Big Data Analytics in Water Resource 
Management Yet, in the past few years, big data analytics 
has entered the water resource management arena as a new 
tool to tackle challenging issues in novel ways. Numerous 
studies and projects have proven the power of big data 
analytics over the board of water management, such as 
water supply, distribution, quality monitoring, and demand 
forecasting. Water quality monitoring and pollution control 
are some of the key applications of big data analytics. As

Fig. 1 Big data analytic concepts 
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Table 1 Key findings on big data utilization in Morocco 

Key finding Description 

Enhanced water availability 
monitoring 

Use of remote sensing and ML to 
monitor resources in real-time 

Improved infrastructure 
management 

Analysis of smart meter data for 
identifying leaks and improving 
distribution efficiency 

Future demand forecasting Use of climate and 
socioeconomic data to model 
water demand trends 

an example, sensor data, satellite images, from monitoring 
resources to senor track record and microclimate data to get 
parameters of water quality like pH, turbidity, and concen-
trations of pollutants in real time. Through the analysis of 
big data, these studies for early detection of water contami-
nation events and providing timely incursions to avoid envi-
ronmental hazards [3, 4]. 

Moreover, it has also been boosting the efficiency of water 
distribution and optimizing the maintenance of infrastructure 
through big data analytics. By integrating data with smart 
meters, flow sensors, and GIS mapping systems, utilities can 
see who is connected to which pipes and how much water 
they are using. 

Despite the significant potential of big data analytics 
in water resource management, several challenges need to 
be addressed, particularly in Morocco. Limited data avail-
ability, inadequate infrastructure, and technological barriers 
hinder the widespread adoption of big data analytics in water 
management practices. Moreover, data privacy, security, and 
interoperability issues require careful consideration to ensure 
the ethical and responsible use of data-driven technologies 
[5, 6]. 

In summary, Table 1 shows that while big data analytics 
offers promising opportunities for enhancing water resource 
management, its successful implementation in Morocco 
hinges on addressing these challenges and harnessing the full 
potential of data-driven technologies to achieve sustainable 
and equitable water management practices. 

5 Methodology 

The methodology in Fig. 2 employed in this literature 
review involved a systematic approach to identify, select, 
and analyze relevant studies on utilizing big data for water 
resource management in Morocco. The following criteria 
were established for selecting studies included in the review.

Relevance to the topic: Studies focused on applying big 
data analytics in water resource management, specifically in 
Morocco. 

Quality of research: To ensure the reliability and validity 
of the findings, preference was given to peer-reviewed articles 
published in reputable journals and conference proceedings. 

Date of publication: Studies considered for inclusion were 
limited to those published within the last decade to capture 
recent advancements and developments in the field. 

Diversity of perspectives: Efforts were made to include 
studies from diverse disciplinary backgrounds, including but 
not limited to hydrology, environmental science, data science, 
and engineering. 

The search process involved comprehensive literature 
searches across multiple academic databases, including 
PubMed, Scopus, Web of Science, and Google Scholar. 
Keywords and search terms related to big data analytics, water 
resource management, and Morocco were used in various 
combinations to identify relevant studies. Additionally, cita-
tion chaining and reference list scanning were employed to 
identify additional sources not captured through the initial 
database searches. 

After retrieving relevant studies, a systematic screening 
process was conducted to assess their eligibility for inclusion 
based on the predefined criteria. Titles and abstracts of iden-
tified articles were initially screened to determine their rele-
vance to the research topic. Subsequently, full-text screening 
was performed for potentially relevant articles to assess their 
suitability for inclusion further. 

Finally, the selected studies were critically reviewed and 
analyzed to extract critical findings, methodologies, and 
insights related to using big data in water resource manage-
ment in Morocco. Data synthesis techniques, such as thematic 
analysis and comparative analysis, were employed to identify 
common themes, trends, and gaps in literature. 

This systematic methodology ensured a comprehen-
sive and rigorous approach to identifying and synthesizing 
existing research on the topic, thereby providing valuable 
insights into the current state-of-the-art in considerable data 
utilization for water resource management in Morocco. 

6 Results and Discussions 

The literature review revealed several key findings regarding 
using big data analytics for water resource management in 
Morocco. 

Firstly, studies have demonstrated the potential of big data 
analytics in improving water availability and quality moni-
toring. Remote sensing techniques coupled with machine 
learning algorithms have enabled real-time monitoring of 
water resources, facilitating early detection of pollution inci-
dents and optimization of water allocation strategies [7, 8]. 

Secondly, big data analytics has shown promise in 
enhancing water distribution efficiency and infrastruc-
ture management. Utilities can identify leakages, predict
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Fig. 2 Methodology of literature 
search

Selection 
criteria 

• Relevance : Focus on big data analytics in Morocco
• Quality : Preference for peer-reviewed articles
• Publication date : Last decade
• Diversity : Various disciplinary backgrounds ( Hydrology , environmental science) 

Search 
Process

• Databases : PubMed, Scopus , web of Science , Google Scholar
• Keywords : big data analytics, water resource management, Morocco
• Methods : Citation chaining and reference list scanning 

Screening 
Process

• Initial Screening : Review titles and abstracts for relevance
• Full-Text Screening : Access suitability of potentially relevant articles 

Analysis

• Review : Extract key findings and methodologies
• Synthesis Techniques : Thematic and comparative analysis to identify common themes and gaps 

Outcome

• Valuable insights into the utilisation of big data for water resource management in Morocco 

system failures, and optimize water distribution networks by 
analyzing smart meters and sensors data to minimize losses 
and improve service reliability [9, 10]. 

Moreover, big data analytics has the potential to revo-
lutionize water demand forecasting and resource allocation 
in Morocco. By integrating socio-economic data, climate 
projections, and demographic trends, predictive models can 
provide valuable insights into future water demand patterns, 
enabling policymakers to implement Selection criteria * 
Relevance: Focus on big data analytics in Morocco.

• Quality: Preference for peer-reviewed articles * Publica-
tion date: Last decade * Diversity: Various disciplinary 
backgrounds (Hydrology, environmental science) Search 
Process * Databases: PubMed, Scopus, web of Science, 
Google Scholar * Keywords: big data analytics, water 
resource management, Morocco * Methods: Citation 
chaining and reference list scanning Screening Process 
* Initial Screening: Review titles and abstracts for 
relevance * Full-Text Screening: Access suitability of 
potentially relevant articles Analysis * Review: Extract 
key findings and methodologies * Synthesis Techniques: 

Thematic and comparative analysis to identify common 
themes and gaps Outcome * Valuable insights into the 
utilization of big data for water resource management in 
Morocco targeted conservation measures and prioritize 
investments in water infrastructure[6, 11]. 

Despite these advancements, several gaps in literature 
were identified. Firstly, there needs to be more comprehen-
sive studies that integrate multiple data sources and disci-
plines to provide holistic solutions to water management 
challenges in Morocco. Interdisciplinary research collabora-
tions involving hydrologists, data scientists, policymakers, 
and stakeholders are essential to address this gap and 
develop integrated approaches to water resource manage-
ment. Furthermore, there is a need for greater emphasis on 
data governance, privacy, and security considerations in the 
context of big data analytics for water management. 

By filling up the noted gaps and problems, researchers 
can help to create data-driven policies supporting sustainable 
and resilient water management practices in Morocco and 
surrounding countries (Table 2).
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Table 2 Comparison of big data applications in water management 

Application Data type Analysis 
method 

Outcome/ 
Benefit 

Water quality 
monitoring 

Sensor, satellite Predictive 
analytics 

Early detection 
of pollution 

Water 
distribution 

Smart meters Machine 
learning 

Leak detection, 
efficiency 
optimization 

Demand 
forecasting 

Historical data Predictive 
modeling 

Anticipating 
future water 
needs 

7 Big Data Utilization for Water Resource 
Management in Morocco 

The use of big data in water resource management has slowly 
but steadily started to gain recognition in Morocco. While 
there are many studies that explore the role of big data 
analytics in water management, there are very few studies 
that have dealt specifically with Morocco. 

One notable example of work done in this area is inte-
grating remote sensing data and hydrology modeling tech-
niques to assess water availability and to predict drought 
conditions in Morocco. This work has proven that satellite 
imagery and climate data can be effectively utilized to eval-
uate the water resource allocation and drought mitigation 
strategies [12, 13]. 

Moreover, they have designed decision support systems 
(DSSs) for water allocation and water use efficiency by 
applying big-data analytics in agriculture, which accounts for 
the greatest share of water consumption in Morocco. These 
DSS’s utilize data on soil moisture, crop water needs, and 
meteorological parameters to provide timely recommenda-
tions for irrigation scheduling and crop management practices 
[12, 14]. 

Despite these advances in Morocco, the literature on big 
data use for water resource management is characterized by 
substantial gaps and is scarce, such as by developing compre-

Table 3 Challenges and solutions in water management using big data 

Challenge Description Proposed solution 

Data availability Limited data on water 
resources in Morocco 

Investment in data 
infrastructure 

Technological 
barriers 

High cost of 
implementing big 
data tools 

Government and 
private sector 
collaboration 

Data privacy Ensuring secure use 
of sensitive data 

Ethical guidelines 
and regulatory 
frameworks 

hensive data-driven models that pull multiple data sources 
in different socio-economic, water quality, and groundwater 
monitoring contexts for holistic decision-making in water 
resources management. 

Also, this opportunity should involve conducting cross-
disciplinary research by pooling scientific input from various 
fields to interactively come up with creative solutions to 
Morocco’s water-related challenges. 

Data privacy and governance issues should be adequately 
tackled in line with the data governance, ensuring trans-
parency, ethical use, and regulatory compliance for big data 
use in the arid Mediterranean context. There have been notable 
advances in Big Data for water use in agricultural settings over 
the past few years, it has been observed that the science is 
still in its preliminary steps. By addressing the identified gaps 
and challenges, researchers can contribute to developing data-
driven strategies that promote sustainable and resilient water 
management practices in Morocco and beyond (Table 3). 

To bridge the existing gaps and address the complex 
water resource management issues in Morocco, we propose 
a comprehensive big data analytics architecture designed 
to leverage diverse data sources and support multi-layered 
decision-making. This architecture is structured to enhance 
water forecasting, optimize allocation, and ensure sustainable 
water management across sectors. 

This table concisely justifies each selected tool, high-
lighting the primary advantage over alternative options.
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Layer Chosen tool Purpose Advantages over alternatives 

Streaming layer Kafka Real-time data 
streaming 

High throughput and fault tolerance are better suited for massive data 
ingestion than RabbitMQ 

Apache spark Real-time data 
processing 

Unified batch and real-time processing are better for complex analytics 
than Flink or Storm 

Data Lake MongoDB NoSQL data storage Flexible schema, adaptable to evolving datasets, more accessible for 
unstructured data than Cassandra 

Amazon S3 Scalable object 
storage 

Extensive integration options, high durability, well-established in big 
data ecosystem compared to Google Cloud Storage or Azure Blob 

Batch Processing Hadoop Large-scale batch 
processing 

Open-source, high control, and cost-effective for long-term storage, 
unlike Snowflake or BigQuery 

Machine learning Spark MLlib Distributed machine 
learning 

Natively integrated with spark, optimized for large-scale data, and a more 
unified approach than TensorFlow or Scikit-Learn 

Serving layer PostgreSQL Relational database 
for batch view 

It supports complex queries and data types and is better suited for 
analytical queries than MySQL 

Redis In-memory data store 
for real-time view 

Low-latency access supports more data structures and persistence than 
Memcached 

Data visualization Power BI/Grafana Data visualization 
and reporting 

It is cost-effective, integrates well with the Microsoft ecosystem, is easy 
to use, and is more affordable than Tableau for many organizations 

By incorporating a multilayered approach, our big data 
architecture addresses the critical gaps in data integration, 
predictive capabilities, and stakeholder engagement in 
Morocco’s water resource management. This architecture 
enhances resilience in water management through real-time 
insights, risk mitigation strategies, and optimized resource 
use tailored to Morocco’s unique socio-environmental 
context. Such an approach will support immediate water 
resource challenges and foster sustainable, long-term water 
management practices in the region (Fig. 3).

8 Conclusion 

In conclusion, this article has provided a comprehensive 
overview of using big data analytics for water resource 
management in Morocco. Several key findings can be drawn 
through a systematic review of the existing literature. 

Firstly, big data analytics offers significant potential for 
improving various aspects of water resource management in 
Morocco, including water availability monitoring, infrastruc-
ture optimization, and demand forecasting. Big data tech-
niques’ efficacy for real-time decision-making that allows 
more sustainable water management has been proven by 
various studies. 

Secondly, although huge strides have been made 
concerning big data analytics for improving water manage-
ment, several unresolved issues and opportunities pertain to 
the implementation. These include data privacy and security 
challenges, limited availability of data, and some technolog-
ical challenges that need to be addressed so that the benefits 
of big data can be fully availed within the realm of water 
resource management in Morocco. 

Accordingly, several recommendations can be made to 
water resource management policymakers and researchers in 
Morocco based on the findings of this review. First, there is an 
urgent need for an increase in investment in data infrastructure 
and capacity building to optimize data collection, storage, and 
analysis capacities. Collaboration of government, research 
institutions, and private sector could utilize big data-analytics 
effectively in water management. 

Moreover, policymakers should give priority to the estab-
lishment of a set of regulatory frameworks and ethical guide-
lines dealing with how data is being used so that the privacy 
rights of individuals are being respected. Capacity-building 
initiatives, training programs, and knowledge-sharing plat-
forms may help in the adoption of big data analytics in water 
management professions in Morocco. 

In future investigations targeted at developing the big data 
analytics area in water resource management, these gaps 
and constraints encountered should be addressed. Interdis-
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Fig. 3 Proposed big data architecture

ciplinary research collaboration, innovative data-driven solu-
tions, and stakeholder involvement are the three pillars toward 
realizing the promise of big data analytics for sustainable 
water management in Morocco. 

All in all, it would be through big data analytics and 
integrated water-resources management that Morocco would 
fulfill its water challenges and pave the way to a sustainable 
and resilient tomorrow. 
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Capital Concentration and Value Creation 
in Listed Firms on the Casablanca Stock 
Exchange 

Khalil EL Kouiri and Abdillah Kadouri 

Abstract 

Examining the correlation between concentrated 
ownership and business value is the major goal of this 
study. According to our research, the generation of value 
as measured by Tobin’s Q is unaffected by an increase 
in the largest shareholder’s. Indeed, the parameter linked 
with this attribute is not is not significant in statistical 
terms. This outcome, therefore, confirms the research 
hypothesis. 

Keywords 
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1 Introduction 

A corporate governance structure is an organization through 
which the firm implements the managerial decision-making 
process about corporate affairs through its board of managers 
of the company. The benefit of both internal and external 
stakeholders must be incorporated. A high association exists 
between effective corporate governance and the financial 
results of an organization. Consequently, numerous corporate 
governance mechanisms are in place to assess performance, 
particularly financial performance. Ownership concentration 
(OC) is one such mechanism. The active participation of 
significant shareholders in overseeing managers can influence 
future performance. Notably, how the organization’s present 
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performance influences its forthcoming endeavors, such as 
corporate governance, demonstrates the dynamic relationship 
between the variables. A company’s value will increase with 
good corporate governance. Thus, this article explores the 
connection among ownership concentration and firm value in 
Moroccan nonfinancial firm. 

2 Literature Review 

Your contribution Ownership structure”, “shareholding struc-
ture”, or even “geography of capital” concepts share the same 
meaning, which is the study of the distribution of power 
between one or more shareholders. In other words, it is a form 
of capital distribution according to the shareholding of voting 
rights and the percentage of financial interests generated [1]. 
It is considered a pillar in the study of corporate governance, 
which is not standard but differs according to geographical 
area, legal arsenal, nature of markets, etc. [2]. 

The degree of concentration of ownership in a company is 
an essential factor in the power distribution between managers 
and shareholders [3]. According to Jensen and Meckling 
[4], concentrated shareholding can alleviate the usual prob-
lems in corporate management, which are linked to agency 
conflict due to more effective control. Concentration gives the 
company a high degree of external management power at a 
minimum cost. 

Other agency concerns may also occur between minority 
and majority shareholders. 

The principal shareholder can lead to the latter expro-
priating the shares of minority shareholders, thereby jeop-
ardizing the majority’s interests. As a result, Pedersen and 
Thomsen [5] have argued that shareholder structure is a func-
tion of the regulations and institutions that prevail in market 
economies.
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2.1 Forms of Ownership Structure 

Ownership structure can take many forms, depending on 
the firm’s external context through laws, regulations, and 
market conditions. According to Lee [6], when the context 
surrounding the company is not advantageous for share-
holders, in other words, when this context does not provide 
the necessary guarantees for shareholders to control manage-
ment, they choose a concentrated structure. According to Lee, 
this choice is justified because the gain from concentration 
exceeds that from diversification. On the other hand, when 
these conditions benefit shareholders, the room for maneuver 
given to management is modest. As a result, concentrating 
shareholding is more costly in this case, which is why 
shareholders prefer a dispersed ownership structure. 

Several authors have classified shareholding structures into 
several categories, including Pedersen and Thomsen [5], who 
have classified them into three main categories: concentrated, 
dispersed, and dominated.

• Concentrated shareholder structure 

Concentrated shareholder structure is the most common 
ownership structure in many countries, in which the majority 
shareholder has more than 50% of the company’s shares [2]. 

A shareholding is said to be concentrated when the 
majority of shares are held by one or a restricted group of 
shareholders known as “concentrated or controlling share-
holders” [3]. This type of shareholding is prevalent in Euro-
pean and Asian countries. It is distinguished by a compara-
tively substantial concentration of ownership in the posses-
sion of one shareholder or company, especially a family-
owned one. This observation has been confirmed by La porta 
[7] for continental European countries and [8] for  Asia.  

Shareholders are in a comfortable position to exert effec-
tive control through their presence on the Board of Direc-
tors and their voting rights to pressure management (on the 
management side and the resource allocation side) [3]. Simi-
larly, shareholder concentration, according to Agrawal and 
Mandelker [9] and Shleifer and Vishny [10], is proof of the 
relevance of shareholder control over management. Unlike 
the dispersed structure, this type limits agency conflicts 
between shareholders or among executives and shareholders 
[2]. However, shareholders with a majority shareholding find 
it attractive to take control of managers since this will posi-
tively impact their returns. According to Charletry [11], share-
holders are inclined to give as much as possible to improve 
the value of their shares and the company. 

From the above, concentrated ownership is a crucial 
element in corporate management. For this reason, in firms 
with concentrated shareholding, the disciplinary power of the 
board of directors will be weak since it will be exercised 
directly by the majority shareholders. As a result, several 

researchers have indicated a negative relationship among the 
degree of board oversight (percentage of outside executives, 
independence between chairman and CEO, board size) and 
capital concentration [12–15]. 

Due to conflicts of interest among minority and majority 
shareholders, concentrated shareholding has several draw-
backs despite its benefits. In other words, majority share-
holders may involve the company in strategies that counter 
minority shareholders and the company’s other internal part-
ners (such as employees) or external partners (such as 
suppliers). These shareholders may decide, for example, 
to venture into investments that are too risky or impose 
special dividend payments that could jeopardize the inter-
ests of minority shareholders [3].

• The dispersed shareholder structures 

In this structure, majority shareholders no longer hold over 
20% of the company’s shares [2]. Several researchers have 
based their foundations on the spread ownership structure 
in the literature [4]. According to La Porta [14], a share-
holding structure dispersed among several shareholders is 
characterized by “a strong separation between shareholding 
and control”. This constrains the strategies for expropriating 
minority stockholders by majority shareholders, who are held 
back by adopting a certain number of legal protection rules 
adopted by each country. This is the case, for example, in 
some Anglo-Saxon nations, that are highly oriented towards 
the stock market and have adopted drastic measures to protect 
owners’ interests, such as the United Kingdom and the United 
States of America. A decline in family ownership accompa-
nied the adoption of this type of structure in these countries and 
subsequently limited the power of family control in companies 
[16]. 

When monitoring management’s opportunistic attitudes, 
dispersed shareholders need more power to exercise this 
control since the voting rights corresponding to the propor-
tion of shares held are no longer significant, which gives rise 
to many agency conflicts. Of course, in a company with a 
widely dispersed shareholder structure, it is not in any share-
holder’s interest to invest in such control since they alone will 
have to bear the costs, not to mention that the other share-
holders will benefit from the operation. We can, therefore, 
observe free-rider attitudes in a dispersed shareholder struc-
ture, which leaves a margin of freedom for managers and an 
opportunity to use their opportunism against the interests of 
shareholders [3]. This result is endorsed by Mayer [17], who 
pointed out that investing in control is not worthwhile for 
dispersed shareholders, as exit is less costly than intervention 
in control. This intervention may even harm the company’s 
image on the stock market by sending out the wrong signal 
about the sustainability of the company’s performance, even 
if the objective is a takeover strategy, for example, which may
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jeopardize the value of the shares. Also, this dispersion may 
minimize risk through diversification, and the resulting cost 
may exceed the agency cost of management controls [3]. 

Therefore, the ownership structure changes shape 
according to the level of value maximization. Indeed, 
replacing a concentrated shareholding structure with a diffuse 
one requires precisely determining the effects of the loss of 
control on the company’s managers. 

2.2 Shareholder Concentration 
and the Creation of Shareholder Value: 
Contrasting Relationships 

Several theoretical and empirical studies have examined the 
capital concentration in a single individual’s hands or group 
and its impact on value creation within companies. Some have 
found results that support a link between ownership concen-
tration and value creation, while others have argued that there 
is no such link.

• A positive relationship 

For Berle and Means [18], companies with a concen-
trated shareholder base can control managers well. On 
the other hand, for companies with diffuse shareholding 
(non-concentrated), control is taken out of the hands of 
shareholders, allowing managers to take advantage of this 
situation, which can hurt company performance. They 
found a linear and positive association among shareholder 
concentration and performance. According to Shleifer [10], 
a firm’s achievement is inclined by the existence of its 
largest shareholder who has some authority over the board 
of directors. 

Tomičić [19] worked on this relationship by studying 
32 Croatian banking groups with ownership centralized 
in the possession of major (top 10 shareholders in most 
cases) at 89%. The authors discovered a strong correlation 
among performance and ownership concentration (presented 
by ROA and ROE). It is important to consider how other 
elements, including market share and innovation rate, affect 
performance. 

Li [20] studied this link by working on a sample of 1241 
Chinese companies. They discovered “that ownership concen-
tration has a positive effect on firm performance as measured 
by market and accounting ratios” [21]. 

For the purpose to examine the relationship 
among and performance ownership concentration, Haldar 
and Nageswara Rao [22] worked on an unbalanced panel of 
businesses traded on the Stock Exchange of India (BSE-500) 
in 2011. They discovered a positive influence on result when 
the founders of the company control the great majority of 
the capital. Ganguli and Guha Deb [23],  who worked on a  

sample of companies between 2009 and 2013, found the same 
result. Concentration also impacts company performance as 
represented by market and accounting indicators. 

In the same vein, Abbas et al. [24] examined a selec-
tion of 100 Pakistani non financial firms, studying the 
link between performance (presented by ROE ROA indica-
tors) and ownership concentration (presented by the total 
percentage of ownership). They found a close relationship 
between these variables in the positive direction, at a share-
holding level of 10 and 50% of capital. Above this threshold, 
the authors noted a negative effect. This result is justified 
by the opportunistic behavior of majority shareholders, who 
may abuse their position to take advantage of personal gain 
at the outflow of the firm’s overall welfare. Chandrapala [25] 
also confirmed the same result, but this time, two accounting 
variables were used: profits and book value. 

As for Qatar, in 2012, Almudehki and Zeitun [26] worked  
on 29 nonfinancial firms registered on the Doha Stock 
Exchange. They discovered that concentration and ROE were 
positively correlated.

• Negative relationship 

The existence of a dominant shareholder may also create 
“a conflict of interest between the majority and minority” 
shareholders [27], as there “is a negative correlation between 
ownership concentration and performance” [28]. To put it 
another way, when the manager of the firm also happens to 
be the majority shareholder, the manager may exploit this 
circumstance to obtain an advantage over minority owners, 
which could negatively impact the corporation’s results [29]. 
Kirchmaier and Grant [30] studied this relationship in certain 
European countries. 

Shareholder blocks can also hurt the company since the 
number of shareholders traded and listed is small, making the 
company illiquid [31]. 

Wang and Shailer [32] took as their objective the study of 
a sample of work “carried out in various countries have inves-
tigated the correlation between corporate performance” [33] 
and ownership concentration after correcting for endogeneity 
issues. These variables were determined to be negatively 
correlated by the authors. 

Afgan [34] examined how ownership concentration 
impacts the investment performance of publicly listed 
Pakistani firms utilizing panel data. Ownership concentration 
adversely affects performance, as such as demonstrated by 
Tobin’s Q.

• Absence of relationship 

Other research have shown that performance is not always 
correlated with ownership concentration but may also be 
correlated with a diffuse shareholding structure, in contrast to
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the previously mentioned findings that demonstrate a “rela-
tionship between ownership concentration and performance” 
[35]. 

Thomsen and Pedersen [36] worked in the European 
context to determine the explanations and consequences of 
dominance of ownership regarding outcomes. As a result, they 
reported no link among ownership concentration and perfor-
mance in their studies using ROE. However, they did indicate 
that knowledge of the causes of concentration is essential 
in choosing the optimal ownership structure. These causes 
can be either the firm’s size (decreasing concentration) or 
the degree of profits (increasing concentration). There is also 
the nature of the financial market and its maturity regarding 
shareholder protection. 

All the studies presented and carried out on this issue no 
longer share expected outcomes but somewhat contradictory 
results. 

3 Data and Methodology 

3.1 Data 

This research employs comprehensive data encompassing 
all publicly traded firm’s on the Casablanca stock exchange 
throughout 2016–2020. The data was gathered from the stock 
exchange website, the Moroccan capital market regulator, 
and the companies’ websites under investigation. Following 
the typical approach, Entities inside the financial sector 
are omitted from the analysis and overseas companies that 
may own distinct ownership configurations. Following the 
removal of absent observations considering the independent 
and dependent variables, the final sample consists of 367 firms 
for analysis. 

Several variables are mobilized, as follows: 
Explanatory variables. Several explanatory variables 

were adopted. These include shareholding concentration, 
the proportion of “the family” that control the capital, and 
“shareholder pacts” (Table 1). 

Explained variable. Generally, in most writings that have 
dealt with the calculation of Tobin’s Q, the market value of 
the liability is equal to the book value of the liability as a 
result of the value of the liability not being taken into account 
in the calculation of the market value, Tobin’s Q formula is, 
therefore, as follows [37]: 

Tobin’s Q = Market value of shares 

book value of shareholder’s equity 
(1) 

Table 1 Explanatory variables linked to ownership concentration 

Explanatory variable Indicators Names 

Shareholder 
concentration 

% of capital held by 
first, second and third 
shareholders 

Act 

Family shareholding The “family” nature 
of the holder of a 
block of shares of at 
least 10% in value 

SeulAc family 

Shareholders’ 
agreement 

Presence of a control 
or ownership 
agreement 

Pact 

Control variables. The control variables, as analyzed by 
Eelderink [38], make it possible to confirm whether these 
or other variables have an impact on any phenomenon. Size 
(Height) as “a control variable, measured by the logarithm 
of total assets” [39], tolerates a neutral effect of the various 
deviations between the chosen sample and the size so as not 
to impact the other variables in the model. Age is measured 
by the logarithm of number of years between the observa-
tion year and the firm’s founding year. Financial leverage 
is calculated by dividing financial debts by total economic 
assets. 

3.2 Estimation Model 

Given the variables that influence value creation and that are 
controlled, the regression is carried out using the following 
equation: 

QTit  = βi + β1.Ac1i t  + β2.Ac2i t  + β3. Ac3i t  
+ β4.AloneAcFamilyi t  + β5.Pactei t  
+ β6.financial leveragei t  + β7.sizei t  + β8.Agei t  + eit  

(2) 

3.3 Estimation Method 

In this regression analysis, ownership concentration is opera-
tionalized as the sum of shareholdings by the top three control-
ling block holders (at least 10% of voting shares) and by the 
presence of a single holder having at least 10% of the shares. 
The presence of a pact serves as a proxy for ownership and 
control separation.
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4 Results and Discussion 

4.1 Descriptive Statistics 

The descriptive shareholding statistics for the top three share-
holders shown in Table 2 that the first shareholder owns 
an average of 51.84% of the shares. For some corporations 
(Centrale Danone), this shareholding might approach 99%, 
while the second shareholder owns an average of 13.24%. 
However, the average holding of the third shareholder is only 
6.66%, and it can even exceed 22% (Balima). 

These results show no significant correlation above the 0.7 
threshold, which, according to Pras et al. [40], is the minimum 
threshold at which we can say that there is a collinearity 
problem (Table 3). 

There is a negative correlation between the first, second, 
and third shareholders. The greater the ownership of the 
second shareholder, the greater the possibility of the presence 
of the third shareholder (Table 4). 

The higher the age, the more block holders there are, 
and the more there is a tendency and orientation towards 
shareholder concentration. 

Table 2 Shareholding levels of the top three shareholders 

Statistics First 
shareholder 

Second 
shareholder 

Third 
shareholder 

Nb. of 
observations 

265 265 265 

Minimum 9000 0.362 0.010 

Maximum 99,680 33,340 21,720 

1st quartile 36,839 7282 3419 

Median 51,840 11,245 5940 

3rd quartile 64,855 17,580 8875 

Average 51,843 13,243 6663 

Standard 
deviation (n) 

21,011 8329 4802 

Table 3 Bivariate correlation of the shareholding of the top three 
shareholders 

Shareholder correlations 

Act1 Act2 Act3 

Act1 Pearson 
correlation 

1 –, 322** –, 522** 

Act2 Pearson 
correlation 

–, 322** 1 275** 

Act3 Pearson 
correlation 

–, 522** 275** 1 

**. “Correlation is significant at the 0.01 level (two-tailed)” 

Table 4 Bivariate correlation between ownership of top three share-
holders and age 

Correlations 

Age Act1 Act2 Act3 

Age Pearson 
correlation 

1 156** 189** 135* 

Act1 Pearson 
correlation 

156** 1 –, 322** −, 522** 

Act2 Pearson 
correlation 

189** –, 322** 1 275** 

Act3 Pearson 
correlation 

135* –, 522** 275** 1 

** “Correlation is significant at the 0.01 level (two-tailed)” 
* “Correlation is significant at the 0.05 level (two-tailed)” 

4.2 Regression Results 

Variations in Tobin’s Q due to the existence of a pact, financial 
indebtedness, the size of the company, its age, and the sector 
in which it operates are controlled (Table 5). 

The outcomes of the estimation of the elements of this 
equation reveal that in the BVC, the growth in the power of 
the greatest holder of blocks of shares does not always affect 
the creation of value assessed by Tobin’s Q. This variable’s 
parameter is, in fact, not statistically significant. In contrast 
to the holder of the second-largest block of shares, this is also 
true for the power of the holder of the third-largest block of 
shares. Tobin’s Q’s value is negatively impacted by the power 
of the second-largest controlling shareholder; for every 1% 
increase in this shareholder’s share percentage, Tobin’s Q’s 
value decreases by 2.27%. 

Estimation of the parameters of Eq. 2 yields additional 
results concerning the effect of capital concentration on value 
creation. While an increase in the power of the holder of the

Table 5 Effect of capital concentration on value creation (results of 
Eq. 2) 

Variable Regression 

Act1 − 0.8551 
Act2 − 2.2759** 
Act3 − 3.5490 
AloneAcFamily − 1.2189** 
Pact − 0.0653 
Financial-leverage 2.6740** 

Size 0.0394 

Age 1.7072 

Constant 1.3837 

R2 0.4726 
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largest block of shares does not hurt value creation in the pres-
ence of a second and third block holder, it does harm value 
creation in the presence of a family with sole power. The 
study’s findings support the entrenchment hypothesis, which 
holds that the most significant block of shareholders’ desires 
to extract personal gains is caused by the lack of a counter-
vailing force to that power. This opportunism is anticipated 
by BVC investors, who turn away from the shares of compa-
nies controlled by a family, resulting in their stock market 
discount. 

The results of estimating Eq. 2 demonstrate the growth in 
value creation for companies listed on the BVC when their 
financial debt rises. This result implies that the increase in a 
company’s indebtedness on this stock exchange constitutes a 
positive signal to investors about favorable growth prospects. 
Additionally, it means that value-adding initiatives are being 
funded by debt. 

The negative and statistically significant sign of the 
“AloneAcFamily” variable demonstrates the negative effect 
of increasing the power of the holder of the largest block of 
shares on value creation. This result confirms the research 
hypothesis. 

The negative effect of the increase in power of the holder of 
the largest block of shares when he is alone in power has been 
demonstrated in several studies. Indeed, among a sample of 
companies listed on the Seoul Stock Exchange during 2015– 
2017, Lee [41] indicates that increasing the power of block 
holders hurts Tobin’s Q value. This result is also obtained 
by Dlugosz [42] with companies in the Standard and Poor’s 
index. These authors found that an increase in the percentage 
of shares held by outside ownership negatively affects value 
creation as measured by Tobin’s Q. 

5 Conclusion 

In this manuscript, we have examined and discussed the 
results of the tested hypotheses. We showed that increasing 
the power of holders of large blocks of shares no longer 
hurts the value creation process, even with a second or 
third shareholder, except for a single shareholder with family 
power. On the other hand, value creation increases with 
debt, which sends a positive signal to investors about the 
company’s prospects. This study enhances our comprehen-
sion of corporate governance and finance literature by inves-
tigating the relationship between ownership concentration 
among major shareholders and business value in the contem-
porary Moroccan context. 
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Enhancing Models Portability Using Moodle 
Users’Traces 
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Abstract 

The prediction of academic failure is one of the most 
pressing concerns for researchers in the field of educa-
tion. Research in the field of E-learning has predominantly 
prioritized the precision and accuracy of machine learning 
models designed for specific courses. However, there is a 
dearth of studies exploring the transferability and gener-
alization of prediction models from a source course to 
other courses. By portability of machine learning models, 
we generally mean the ability of a model to be used or 
deployed in different environments and platforms. Many 
factors can affect the portability of a model. The objec-
tive of this study is to investigate the portability of models 
obtained directly from the Moodle logs of 15 courses 
hosted in the Moodle platform of Ibn Tofail University. 
The approach used aims at verifying whether the number 
and level of use of activities provided by the Moodle logs, 
and whether the use of numerical or categorical attributes 
affects the portability of predictive failure models in educa-
tional contexts. We used the KNN classification algorithm 
on a dataset of courses of the same level to obtain a model 
and test their portability to other courses by evaluating 
accuracy and loss of accuracy. The results show that the 
portability of the predictive models and their application 
to different courses is possible in some cases but with an 
acceptable loss of accuracy. 
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1 Introduction 

In recent years, E-learning has become particularly impor-
tant in the academic lives of Moroccan students. Unlike other 
forms, this mode of learning has several advantages, such as 
more flexible interaction in terms of time and space and the 
large amount of information circulated between the teacher 
and the student via learning management systems (LMS). 
Moodle is a powerful, open-source LMS that allows users 
to create robust, flexible, and engaging online learning expe-
riences [1]. Moodle’s logging of interactions with student 
learning resources provides a very important dataset for 
building models of student behavior and prediction of student 
performance. 

Most approaches to analyze Moodle platform data offer 
predictive models adapted to a particular course. Yet the chal-
lenge is to create models for a particular course that can be 
useful when used in other courses [2]. This is what we call 
transferable or portable models [3]. 

In this work, we will study the degree of portability 
between courses of the models generated from the log data 
of the Moodle platform of Ibn Tofail University. The models 
were constructed using student interactions with Moodle 
logs, and the target class attribute is binary, indicating 
whether the student passed or failed the course (Pass/Fail). 
For this study, courses were categorized according to their 
utilization levels of activities, resources, and interactions in 
the Moodle course. The primary objective of this research 
is to answer the following research question: is it possible 
to apply a prediction model of student failure built from an 
online (source) course to online (target) courses with similar 
level of usage without losing prediction quality? 

The structure of this research is as follows: In Sect. Related 
Work” we review the literature on this study. Section “Data 
Collection & Data Preprocessing” describes the extracted 
data. In “Results” section, we present and discuss the results
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of the research. Finally, we present the conclusions and future 
lines of this research. 

2 Literature Review 

Boyer [4] most studies focus on analyzing and predicting 
student behavior in E-learning platforms, with a set of EDM 
tools to quantify the student’s performance [5] or detect 
student at risk [6]. 

However, most of the studies in this area have focused on 
obtaining the most accurate models for a specific class and 
course. In this regard, the EDM community tends to stan-
dardize the use of machine learning models in the field of E-
learning by achieving generalizable and portable predictive 
models that can be applied to different classes and courses 
without losing their prediction accuracy, which remains an 
important challenge in the EDM field. In [7], they proposed 
a study that carried out the portability of predictive models 
between universities courses where two experiments executed 
the J48 classification algorithms over 24 courses. The study 
reveals that the portability’s feasibility still depends on 
specific circumstances. 

These previous works present different approaches for the 
generalization of predictive models of students’ performance. 

To outline and contextualize our work with the mentioned 
studies, our study aims to explore the concept of general-
izability differently. According to [5], the study shows that 
the portability or transferability of predictive models depends 
strongly on high-level attributes that guarantee the interoper-
ability between models in terms of prediction accuracy gain. 
While in this paper, the main efforts will be dedicated to 
using the portability of predictive models to prevent student 
failure in different courses by spotting and detecting the most 
accurate features that assure the interoperability of EDM 
predictive models. 

We would like to mention that our work is mainly based on 
the work of Javier López-Zambrano [8], applying it to data 
from the Moodle platforms of Ibn Tofaïl University, while 
considering the problem of model portability linked to student 
failure. 

3 Materials and Methods 

3.1 Data Collection and Data Preprocessing 

In this section, the description and preprocessing of the data 
used in this research will be presented. We reveal the collected 
data as well as the sources and methods of data extraction. 
Then, we announce the methods applied to transform the raw 
data collected from the Moodle log tables. We also describe 

the hands-on activities we conducted to answer our research 
question. 

3.1.1 Data Collection 
The data used in this research are collected from the Moodle 
platform for three institutions of the University Ibn Tofail: the 
National School of Applied Sciences, the National School of 
Business and Management, and the Faculty of Economics 
and Management. Data are collected from a diverse range of 
courses to enhance the models’ generalizability. The same 
treatment is performed on courses selected according to 
criteria. A SQL query was developed to extract information 
on the courses and on the students’ activity. 

In the Moodle database, the system stores all user actions 
in log tables. The ‘logstore_standard_log’ table records infor-
mation such as the actions taken by a user for each course, 
quiz, poll, forum, etc. To find out if activities have been 
scheduled by a teacher in a specific course, the choice, 
quiz, modules, and course_modules tables will be used. The 
user table contains the learner’s information. Figure 1 shows 
the physical data model and the relationships between the 
different tables used.

We used data from the log tables of 2408 Ibn Tofail 
University students from 15 different courses delivered after 
2013. Table 1 summarizes the information from these courses. 
For each course, it shows the subject or title of the course 
(Subject), a code, the number of activities that are planned by 
the professor, the number of students (#Users), the number of 
actions performed for each course, and the level of Moodle 
usage (Low, Medium, or High). For ethical and confidential 
reasons related to the use of the data, we have received permis-
sion from the Moodle platform manager, and we have hidden 
the personal information of the teachers and students.

3.1.2 Data Preprocessing 
In our study, a rigorous preprocessing process was applied 
(Fig. 2). This included data cleaning to eliminate missing 
information, encoding of categorical variables, and data 
normalization to standardize scales.

In this phase, we decided to skip the variable selection 
step. This decision is justified using the KNN (K-Nearest 
Neighbors) algorithm for our model. The advantage of this 
algorithm is that it bases predictions on the spatial prox-
imity between observations, minimizing the effects of multi-
collinearity, in contrast to traditional techniques such as linear 
regression [9]. As a result, we retained all features, including 
those with significant correlations, without affecting the 
model’s predictive performance. 

In accordance with ethical and confidentiality stan-
dards, we requested the approval of the Moodle platform 
administrator and anonymized the personal information of
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Fig. 1 Physical relational data model

Table 1 Information of all 
courses Code No. of activities #Users Total actions Moodle usage 

TDN 0 115 26,858 High 

ME 0 182 5485 High 

FPVR 0 78 97 Low 

RI 0 35 797 Low 

EMF 4 472 33,568 High 

DC 0 102 1264 Low 

PR 0 453 19,474 High 

APP 15 227 127,597 High 

SP 68 32 111 Low 

EL 0 131 18,218 High 

OP 0 68 414 Low 

SD 0 370 24,172 High 

IB 3 46 44 Low 

AN 1 65 160 Low 

EM 0 32 5350 High

teachers and students. The initial preprocessing consists of 
ensuring that learner data is correctly anonymized, in line 
with Moroccan ethical standards, confidentiality, and regula-
tions. Our study mainly uses the technique of “Data Masking”, 

which involves replacing student and teacher names with 
numerical codes to prevent individual identification. Simi-
larly, course codes are used in place of titles to prevent 
course-teacher associations.
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Fig. 2 Data preprocessing steps

Data cleaning  Encoding Variables 
selection 

Data 
standardization  

Fig. 3 Experimental 
methodology of our research 

3.2 Methodology 

Our research provides a structured methodology (see Fig. 3) 
for assessing the portability of failure prediction models in 
various educational contexts. Initially, the steps consist of data 
extraction and preparation, meticulously cleaning data from 
the Moodle platform and organizing it into datasets prepared 
in numerical and discretized formats. 

The next steps focus on model development and course 
classification. We build predictive failure models for each 
dataset using the KNN algorithm and classify courses 
according to their level of use of the Moodle platform. From 
these categories, we select a model for further testing. 

The methodology includes testing the selected model on 
datasets from other courses in the same group. The AUC has 
an important statistical property: the AUC of a classifier is 
equivalent to the probability that the classifier will rank a 
randomly chosen positive instance higher than a randomly 
chosen negative instance [10]. AUC loss is used to evaluate 
the model’s portability. 

This methodology provides an approach to evaluating 
the transferability of predictive failure models in different 
learning contexts. 

Table 2 List of groups by Moodle usage 

No. Group No. of subjects 

1 High 8 

2 Medium 1 

3 Low 6 

We grouped our 15 different courses (see Table 2) into three 
levels of use of Moodle activities in courses (see Table 1). 
Moodle provides us with resources (text and web page, link 
to files or websites, and label) and different types of activities 
(assignments, chat, choice, database, forum, glossary, lesson, 
quiz, survey, wiki, workshop, etc.) [7]. 

We have categorized the levels of use based on the quantity 
of activities used and the students’ actions within the course:

• Low level: The course exhibits no activity and less than 
10,000 actions performed by the students.

• Medium level: The course has between 10,000 and 20,000 
actions performed by students.

• High level: The course has more than 20,000 actions 
performed by the students.
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4 Results and Discussion 

There are two categories into which the courses have been 
classified: high-level courses and low-level courses. The 
experimentation aims to predict student failure in different 
courses using KNN algorithm to measure models’ portability 
on the same category of courses. The performance of the KNN 
algorithm was assessed using both numerical and discretized 
datasets. 

Courses with a high level of use 

Course code/AUC (numerical 
dataset) 

APP EMF EM AVG 

APP 0.684 0.179 0.705 0.522 

EMF 0.5 0.5 0.5 0.5 

EM 0.536 0.689 0.333 0.519 

Course code /AUC loss 
(numerical dataset) 

APP EMF EM AVG 

APP – − 0.505 + 0.021 0.242 

EMF 0 – 0 0 

EM + 0.203 + 0.356 – + 0.280 

Course code/AUC (discretized 
dataset) 

APP EMF EM AVG 

APP 0.684 0.454 0.586 0.575 

EMF 0.5 0.5 0.5 0.5 

EM 0.408 0.501 0.333 0.414 

Course code /AUC loss 
(discretized dataset) 

APP EMF EM AVG 

APP – − 0.230 − 0.098 − 0.164 
EMF 0 – 0 0 

EM + 0.075 + 0.168 – − 1.22 

Courses with low level of use 

Course code/AUC (numerical 
dataset) 

RI DC OP AVG 

RI 0.916 0.470 0.505 0.630 

DC 0.5 0.5 0.5 0.5 

OP 0.478 0.541 0.423 0.480 

Course code/AUC loss 
(numerical dataset) 

RI DC OP AVG 

RI – − 0.446 − 0.411 − 0.428 
DC 0 – 0 0 

OP + 0.055 + 0.118 – + 0.086 
Course code/AUC (discretized 
dataset) 

RI DC OP AVG 

RI 0.916 0.470 0.472 0.619 

DC 0.5 0.5 0.5 0.5 

OP 0.472 0.541 0.423 0.478 

Course code/AUC loss 
(discretized dataset) 

RI DC OP AVG 

RI – − 0.446 − 0.444 −0.445 

DC 0 – 0 0 

OP + 0.049 + 0.118 – + 0.083 

4.1 High-Level Courses 

Using numerical dataset or discretized dataset, the KNN algo-
rithm performs better on the APP course, with an AUC of 
0.684, followed by the EMF course (AUC = 0.5) and the 
EM course (AUC = 0.333). The average AUC for high-level 
courses using numerical or discretized data is 0.505. 

Using numerical data, the performance of the models 
decreased significantly only for the model developed with 
the APP course data and applied on the EMF course, while
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for the other courses, the performance increased relatively by 
4.4%. For the discretized data, we notice a loss of accuracy 
of 14% on average, which is still acceptable. 

4.2 Low-Level Courses 

For both types of data, the KNN algorithm achieves the best 
performance on the RI course, with an AUC of 0.916, followed 
by the DC course (AUC = 0.5) and the OP course (AUC = 0. 
423). The average AUC for low-level courses using numerical 
or discretized data is 0.613. 

For courses with a low level of activity, the performance 
of the models has decreased significantly for the courses. We 
observe a loss of accuracy of 34% on average when using 
numerical data and 36% on average when using discretized 
data. This raises the matter of the quantity of data. 

In summary, the KNN algorithm performs better on low-
level courses with an average AUC of 0.613, In contrast, for 
high-level courses, the KNN algorithm shows similar perfor-
mance with both numerical and discretized datasets, with 
average AUC values of 0.505. The performance of the KNN 
algorithm on individual courses varies, with the best perfor-
mance observed for the RI course in low-level courses (AUC 
= 0.916) and the APP course in high-level courses (AUC = 
0.684). 

Moreover, we found that the models developed with high-
activity courses kept their performance when applied to the 
same level of activity courses. Concerning the portability of 
models developed on courses with low activity, we observed 
a significant loss in accuracy. 

Further research should explore how different data prepro-
cessing techniques, such as discretization, can affect the 
performance of the KNN algorithm and identify factors that 
contribute to the observed variations in performance across 
different courses. 

5 Conclusion 

This study focused on examining the portability of models 
created from student traces in Moodle log data. The findings 
revealed that predictive models developed from high-activity 
courses remained effective when applied to similar courses 
with similar levels of activity. However, when applying 
models from low-activity courses to other courses, a notable 
decrease in accuracy was observed, prompting considerations 
about data quantity and preprocessing techniques. 

Future research should explore different data prepro-
cessing methods and identify factors that influence perfor-
mance variations between courses. Overall, this study 
contributes to enhancing the generalization of predictive 
models in E-learning. 

Our future research aims to incorporate ontological struc-
tures into our data to enrich our understanding of the relation-
ships underlying the data and improve the portability of the 
models. 
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Smart OSC-MAC CT Mode in Wireless Sensor 
Networks Based on WI-LEM Technology 

Mohamed Mbida 

Abstract 

Nowadays, wireless sensor networks (WSN) are one of 
the most important fields of research, especially in their 
operating cycle. Let’s take the example of the MAC layer, 
which controls communications and media sharing. In this 
work, we manage the energetic balance of sensor nodes to 
maintain a longer lifetime and high transmission quality 
using Wireless Electrical Measurements (WI-LEM) tech-
nology and General Artificial Intelligence (GAI) coopera-
tive transmission. 

Keywords 

Smart · MAC system · WI-LEM · Technology · Mobile 
node · AI · Duty cycle 

1 Introduction 

Among the most used protocols that ensure data transmission 
[1], the protocol On-Demand Scheduling Cooperative MAC 
(OSC-MAC), which schedules sending times on demand of 
the nodes in transmission state, with the technique of cooper-
ation with predefined routes of nodes. The major concern is in 
the case of an out of service state of one or more nodes (energy 
exhaustion), which will result in a totally lost data trans-
mission and the cooperative transmission technique becomes 
blocked. More precisely, OSC-MAC is based on a Trans-
mitter Root Node (TRN) which serves as an intermediary to 
pass from one sub-network to another according to the prede-
fined route, it is up to him to delegate one of these sub-nodes 

M. Mbida (B) 
Department of Mathematic and Informatics, Emerging Technologies 
Laboratory (LAVETE), Faculty of Sciences and Technology, Hassan 
1st University, Settat, Morocco 
e-mail: m.mbida@uhp.ac.ma 

according to an exchange of planification’s in progress if they 
are going to cooperate or not in a transmission of data and to 
update its table of information, this implies that the TRN will 
be in active mode longer than the others, so the risk of energy 
exhaustion leads to the isolation of a part of the network. 

2 Classical OSC-MAC 

Each mode consumes a portion of a node’s energy. For 
example, idle listening means that nodes continue to listen 
to the channel when there are no incoming packets, and over-
hearing means that nodes decode packets intended for others. 
Collisions result in corrupted packets and involve MAC layer 
retransmissions and additional energy consumption, and a 
high risk of isolation of part or all of the network. Many 
researches have tried to reduce the idle listening time but 
this was not enough [2]. In our work, we focus on the three 
modes using the WI-LEM technique in CT mode to minimize 
network isolation risk. 

3 Smart OSC-MAC WI-LEM Technology 
with CT Mode 

In this work, we based on the Wireless Local Energy Meter 
system of monitoring measurement of each node located in 
a sub-network [3], which will be implemented in a TRN via 
a cognitive radio communication adapted between nodes, the 
use of this technology offers advantages at the level of the 
electrical cabinet and the installation of the network and its 
exploitation, however several research focused on the energy 
consumption of each node [4, 5]. As a continuation of this 
previous studies our work make this measures controlled 
by an intelligent system installed on a TRN, providing visi-
bility of the network’s energy status and planning duty cycles 
that better predict and reduce energy consumption in the 
mentioned modes.
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Indication: The SW OSC-MAC is an upgraded protocol 
from the classical OSC-MAC. 

3.1 Intelligent Selection of Cooperative 
Nodes in a Transmission Mode 

This section explains the measurement mechanism and selec-
tion of nodes for data transmission mode (CT). The system 
identifies transceiver nodes (Pseudo_code 1) with higher 
energy levels. The intelligent management system then selects 
the optimal route based on energy consumption and transmis-
sion time, incorporating it into each TRN’s duty cycle. The 
measurement of the energy needed for transmission is done 
with the help of the WI-LEM Technology and the intelligent 
system which is based on an algorithm of calculation of the 
transmission energy (ETni) of M bits of each node, to make 
the selection of the nodes that will enter CT end-to-end mode 
(Pseudo_code 2), so that this last one will choose the route 
according to the summation of the optimal energies toward 
the final destination (Formula 1): 

OpEnergy = E ni/i = {0 . . . .ni}. (1) 

Pseudo Code 1: Selection TRN RCSF Nodes 

Input: 

Lists of Network Nodes organized decreasing by 

Energy Level: LNN 

Energy Level: ELI 

Distance between Transmitter and next hop: DTN 

List Sub Networking: LSN 

Output: 

List of TRN nodes for Smart CT Mode: LSCM 

Begin 

For each li ∈ LSN do 

If Eli >=(Elect*S) +(Empl*S*D2) && Eli>=Eli-1 

Li-1<=li; 

LSCM<=li+1; 

Endif 

Send LSCM (); 

End 

Pseudo Code 2: WI-LEM Energy Measurement’s 

for transmission of M bits 

Input: 

Emf-data: Amplifying energy 

EFS: Free space energy 

Output: 

Necessary Energy of sending M bits: Ens 

If DR is Distance route && do =sqrt (EFS/Emf) 

Then Send (M bits data, DR) 

Endif 

If Dr >=do 

Then Ens =Ent-(M*Etx+M*Emf*(DR^4)); 
Else 

Ens=Ent-(M*Etx+M*Emf*(DR^2)); 

Endif 

End 

4 Duty Cycle Allocation for Transmission/ 
Reception of Data Packets 

To guarantee an optimal transmission and data loss rate, we 
have to plan a sending schedule for each TN executed by the 
intelligent supervision system and sent to each TRN node 
which will be the same in turn for its elected sub-nodes, 
another feature is the choice of packets to be transmitted of 
primary or secondary data in order not to overload a route 
with secondary information and leave priority data on stand-
by. Another very important alternative is to keep an eye on 
the energy level of the simple nodes and TRN in case of a 
drop in energy level, and other nodes with more energy are 
delegated to maintain an extended life span of the network 
(Fig. 1).

Monitoring the energy levels of simple nodes and TRN is crucial; 
when energy drops, nodes with higher energy are delegated to 
prolong network lifespan. 

5 Active Listening Status 
of the Transmission Channel 
and Collision Detection 

Based on the intelligent management system of the sensor 
network, this mode will be almost non-existent in terms of 
energy consumption, because when a transmission request 
is triggered, the intelligent system informs the nodes that 
are going to enter CT mode of the optimal route in terms 
of energy and transmission quality without leaving a perma-
nent listening of the medium. In the case of a collision, the 
intelligent network management system informs the transmit-
ting node via TRN to indicate that it must retransmit within 
a preset time interval to synchronize with the others in a CT 
mode RDV schedule. 

6 Experiments 

6.1 Presentation Scenarios of Simulation 

In this part, we have experimented under Contiki OS in LoT 
COOJA Simulator an execution of the CL-OSC/SW-OSC-
MAC algorithms of the radio energy consumption during 
transmission state, and the total average energy consumed at
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Fig. 1 Prototype of CT RDV in Transmission Mode

the battery level Figs. 2 and 3, both scenarios participated in 
the relaying of packets in end-to-end transmission mode for 
a 100-bit packet, according to specific parameters Tables 1 
and 2.

Table 1 SW-OSC-MAC TRN algorithm parameters 

Number of used 
motes sky 

DTxR SW-OSC-MAC 
(m) 

DIR SW-OSC-MAC (m) 

5 43 23 

10 85 48 

30 150 68 

60 320 104 

Table 2 CL-OSC-MAC algorithm parameters 

Number of used 
motes sky 

DTxR 
CL-OSC-MAC (m) 

DIR CL-OSC-MAC 
(m) 

5 230 225 

10 328 363 

30 480 464 

60 848 870 

Note: We add progressively motes between end-to-end 
sender/receiver (TRN for SW-OSC-MAC and simple trans-
mitter for CL-OSC-MAC). 

Execution of CL-OSC/SW-OSC-MAC algorithms under 
Contiki OS using the Cooja Simulator, focusing on the radio 
energy consumption during the transmission state and calculating 
the total average energy consumed at the battery level throughout 
the process. 

Indications 

Dynamic Tx-range 
(meters unit): DTxR 

TX-ratio success 
(percentage unit): 
TxRS 

Average radio 
consumption energy/ 
sky mote (percentage 
unit): ARCE 

Dynamic int range 
(meters unit): DIR 

RX-ratio success 
(percentage unit): 
RxRS 

Average energy 
consumption battery 
(millivolts unit)/sky 
mote: AECB 

6.2 Statistics and Analysis 

6.2.1 Tx/Rx Ratio Success 
According to the statistics obtained at the level of proba-
bility success in data transmission (Fig. 4), we notice that 
the rate of loss information takes too low values in the TxRS 
(SW)-OSC-MAC compared to the TxRS (CL)-OSC-MAC 
which presents a too high rate. The values obtained from 
the TxRS (SW)-OSC-MAC algorithm are the results of the 
intelligent management of the nodes in transmission mode 
which allows to change the transmission topologies (TRN/ 
CT mode nodes) each time, and to test the QoS performance 
of the nodes that are going to enter a planned cooperative
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Fig. 2 Radio and battery level energy consumption in transmission mode for SW-OSC-MAC algorithm for 10 motes Sky

duty cycle, so that each node goes from the off state to the on 
state, and comes back to the off state as soon as it finishes the 
relaying of all the information outside its cluster. However, 
for the RxRS(Sw)-OSC-MAC, we obtained 0% as a percentage 
of success in transmission mode. This can be explained by 
the total suspension of the reception mode at the level of the 
nodes that become transmitters in CT mode, and also in the 
RXRS(CL)OSC-MAC, continues to activate the reception mode 
alternately with the sending of data, this leads to a loss of 
additional performance that will affect in turn the success of 
data transmission.

Additional Explanation for Fig. 4: This figure compares 
the data transmission success rates for different MAC algo-
rithms. The TxRS (SW)-OSC-MAC (blue) has much lower 
data loss than the TxRS (CL)-OSC-MAC (red), due to better 
node management during transmission. The RxRS (SW)-
OSC-MAC (green) has a 0% success rate because nodes stop 
receiving while transmitting, while the RxRS (CL)-OSC-
MAC (purple) alternates between sending and receiving, 
leading to performance losses. 

6.2.2 Energy Consumption of Radio 
Transmission and Battery Level En 
Mode Transmission ARCE/AECB 

In reference to the simulation of the energy consumption 
during the radio transmission between nodes (Fig. 5), the 
energy consumption of radio transmission of the (SW)-OSC-
MAC algorithm (ARCE(SW)-OSC-MAC) takes a too low 
energy percentage compared to the ARCE values of the 
(CL)-OSC-MAC algorithm (ARCE(CL)-OSC-MAC), which 
is about the triple values of the ARCE (SW)-OSC-MAC. The 
results obtained from the latter cited algorithm are justified by 
the intelligent and planned activation according to a sufficient 
duration for the total transfer of data to the next hop outside the 
cluster; hence, the (CL)-OSC-MAC algorithm leaves its radio 
open during the end-to-end transmission (final destination), 
which causes a high loss of energy. However, this slightly 
affects the percentage of battery consumption allocated to the 
transmission in the (SW)-OSC-MAC algorithm, unlike the 
(CL)-OSC-MAC algorithm which takes large consumption 
values.
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Fig. 3 Radio and battery level energy consumption in transmission mode for CL-OSC-MAC algorithm for 10 motes Sky

NB: The statistics of Figs. 4 and 5 take values in function 
of the number of nodes in sky motes according to an interval 
of [5…,60]. 

Additional Explanation for Fig. 5: This figure illustrates 
the energy consumption during radio transmission for two 
MAC algorithms. The ARCE(SW)-OSC-MAC (blue) demon-
strates significantly lower energy usage compared to the 
ARCE(CL)-OSC-MAC (red), which consumes about three 
times more energy. This difference is attributed to the effi-
cient management of node activation in the SW-OSC algo-
rithm, which activates nodes only as needed for data transfer. 
In contrast, the CL-OSC algorithm keeps the radio on for 
the entire duration of the transmission, leading to excessive 
energy loss. 

7 Conclusion 

The intelligent SW-OSC-MAC algorithm implemented in this 
work is characterized by the construction of node routes that 
change the topology dynamically, which allow the elected 
nodes to enter the cooperation mode in end-to-end trans-
mission mode based on energy measurements with WI-LEM 
technology of wireless sensor networks, and also to activate 
the radio channel communication only in a specific interval, 
and alternatively disable the reception function, which gave an 
additional energy saving that will serve to extend the network 
lifetime and prolong the network transmission performance. 
As a perspective to this project, we opt to integrate the SW-
OSC-MAC algorithm a technique of classification of data by 
order of importance according to criteria that can be changed
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Fig. 4 TxRS (CL/ 
SW)-OSC-MAC and RxRS (CL/ 
SW)-OSC-MAC performances in 
WSN
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on demand, in order to direct the energy consumption toward 
the most interesting transmissions to be executed, and all 
simulations will be done in Contiki NG [6]. 

References 

1. Lin J, Weitnauer MA (2018) Range extension cooperative MAC 
to attack energy hole in duty-cycled multi-hop WSNs. Wirel Netw 
24:1419–1437. https://doi.org/10.1007/s11276-016-1408-7 

2. Zhang DG, Zhou S, Tang YM (2018) A low duty cycle efficient MAC 
protocol based on self-adaption and predictive strategy. Mob Netw 
Appl 23(4):828–839 

3. LEM International SA Route du Nant-d’Avril, 1521217 Meyrin 
Switzerland. https://www.lem.com/en/product-list 
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A Mathematical Algorithmic Analysis 
of Water Quality Variability Using Kohonen’s 
Self-organizing Maps 

R. El Chaal and M. O. Aboutafail 

Abstract 

In this study, Kohonen’s self-organizing maps (SOM) were 
applied to assess environmental challenges by mapping 
and categorizing physicochemical factors in the Inaouen 
watershed. Using a classification method based on the 
SOM artificial neural network, five distinct clusters were 
identified in the water quality of the region. Classes 2 
and 3 showed low of sodium, potassium, magnesium, 
calcium, sulfates, and total dissolved solids. With respect 
to classes 1 and 4, they showed higher values of bicarbon-
ates (HCO3), total dissolved solids (TDS), total alkalinity 
(CaCO3), magnesium (Mg), calcium (Ca), and electrical 
conductivity. Most of the parameters were found to be 
extremely high for Class 5 except the D.O. and NO3, which 
indicates localized water quality issues in certain areas. 
The research highlights successfully using Kohonen’s self-
organizing map classification technique in evaluating the 
spatial distribution of water quality. The study of SOM 
offers great insight into the environment of the members 
of the Inaouen basin, thus improving the understanding of 
the very complex ecosystem. Thus, it helps the researchers 
to reach a better decision-making capacity to implement 
proper management in water resources. 
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1 Introduction 

Self-organizing maps or Kohonen maps are a robust category 
of artificial neural network methodologies that are extensively 
used in diverse patterns, including but not limited to recog-
nition, data visualization, and clustering. Self-organizing 
maps (SOMs) were developed in the 1980s by the Finnish 
researcher Teuvo Kohonen. SOMs are particularly useful 
for analyzing complex multidimensional data to reveal the 
underlying structure of the data. 

Self-organizing maps (SOMs) are classified as unsuper-
vised learning algorithms, in contrast to most artificial neural 
networks which are used for supervised learning tasks like 
classification or regression. That means they do not need any 
labeled training data; instead, they autonomously discover the 
structure of the input data through a self-organizing process. 
The SOM method employs competitive learning, in which 
the neurons in the SOM grid compete to represent different 
areas or clusters in the input data space. When samples are 
trained, the neuron associated with the most similar weight 
vector is chosen, which is the best matching unit (BMU) for 
the input data. The best matching unit’s (BMU’s) weights and 
the weights of nearby neurons are adjusted to fit the input data 
distribution. This creates a low-dimensional mapping of the 
input data space. 

One of the most essential features of SOMs is the ability 
to preserve the topological properties of the input data space. 
That means similar input data examples get mapped to nearby 
neurons in the SOM grid, keeping the topology of the orig-
inal space. As a result, because of their ability to provide 
novel visual embedding’s, SOMs are often used for data visu-
alization tasks, providing an intuitive understanding of the 
relationships and arrangement of complex data. 

In this introduction, we will review the basics of self-
organizing maps (SOMs), how they are used in many different 
domains, and the key components of the SOM approach.
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In this article, we will explore some of the benefits and 
limitations of SOMs and highlight their relevance in the 
current era of big data and machine learning. In environ-
mental study (self-organizing maps (SOMs)), self-organizing 
maps (SOMs) are potent and unsupervised learning algo-
rithm that works well to highlight patterns and wrinkles in 
space and time [1]. With a proven record of classification 
and visualization, SOMs have been applied in many environ-
mental disciplines, such as soil, water, and air quality assess-
ments. Shen et al., Zhou et al. [2], using a self-organizing map 
(SOM) and multivariate statistical methods, divided ground-
water chemistries and qualities of a complex multilayered 
groundwater system in Northwest China Coal. Likewise, 
Bigdeli et al. used SOM algorithm integrating with tech-
nique in identifying geochemical anomalies (2022) [3] in  
Moalleman district, Northern Iran. 

Santos et al. examined the hydrogeochemical spatializa-
tion and controlling factors for the Serra Geral aquifer system, 
southern Brazil, using Kohonen’s SOM and k-means clus-
tering of the hydrogeochemical data from the Serra Geral 
aquifer system (2020) [4]. Furthermore, Amiri et al. in this 
regard, [5] did a spatio-temporal assessment of ground-
water quality for a coastal aquifer using Kohonen linear 
discriminant analysis (LDA) and self-organizing map (SOM) 
approaches in LDA/SOM for complementary information. 
This project will use a statistical method (SOM) to map 

and examine the spatial patterns of the distribution of water 
samples and their physicochemical’ properties across the 
Inaouen watershed. Using SOM’s hierarchical classification 
(SOM-CHA), we highlight specific land uses and spatial 
variability of the physicochemical variables of the study 
watershed. 

2 Materials and Methods 

2.1 Sampling Site Description 
and Geographic Context 

The Oued Inaouene watershed is situated in northeastern 
Morocco between the Middle Atlas and the Pre-Rif, with an 
area of approximately 5109 km2 (Fig. 1). The region, charac-
terized by a Mediterranean climate with oceanic characteris-
tics, is subject to significant seasonal variations and distinc-
tive irregularities in precipitation due to its proximity to the 
ocean. This region is recognized by its moderately low total 
annual precipitation (600 mm on average), with a strongly 
continental monthly rainfall distribution. There are two bands 
of rainfall recorded; the lowest, below 500 m, receives approx-
imately 800 mm of rain a year; the next band, between 500 
and 1000 m, has annual rainfall between 800 and 1500 mm. 
The rainy season lasts from November through April, and

Fig. 1 Geographic position and digital terrain model (DTM) of the study site
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the peak rainfall is in December and January. On the other 
hand, July and August are considered the driest months of the 
entire year. An important lithological dissimilarity differen-
tiates the two river banks in the Oued Inaouene watershed. 
The right bank, related to the pre-Rif region, presents marly 
outcrops, which as they support a specific cultivated flora. 
Lateral Chorobal on the left bank constitutes the northern 
termination of the Middle Atlas beyond a series of outcrops 
stretching from the Paleozoic formations of Tazzeka to the 
Triassic outcrops [6].

2.2 Data Collection and Source 

The dataset for this investigation comprises 16 physicochem-
ical variables. This study employs a dataset consisting of 16 
physicochemical parameters derived from 100 surface water 
samples taken in the Inaouen watershed between 2014 and 
2015. The collection, transportation, and storage of water 
samples were executed by our team in accordance with 
the protocol established by the National Office of Drinking 
Water [7]. Some analyses were performed on-site, while the 
others were executed at the CURI laboratory in Fez by our 
team. 

The dataset collects a robust framework of the physico-
chemical parameters, each yielding considerable information 
content on the attributes of the surface waters under analysis. 
The parameters encompass: 

• pH: which measures how acidic or basic the water is or 
the concentration of hydrogen ions. 

Bicarbonate (HCO3): Indicates the relative abundance 
of bicarbonate ions in the water and, therefore, the likely 
contribution to alkalinity. 

• Dissolved Oxygen (Oxy. Diss): Measures the amount of 
oxygen dissolved in water that aquatic organisms depend 
on. 

• Conductivity (Cond): This determines to what degree 
water can carry an electric current, primarily due to 
dissolved ions. 

• Temperature (T°C): Answers how hot or cold the water is, 
which affects several physical, chemical, and biological 
processes. 

• Total Dissolved Solids (TDS): The sum of dissolved 
solutes in water, which include minerals, salts, and organic 
material. 

Total Alkalinity (CaCO3): Measures the water’s ability 
to resist changes in pH, primarily due to bicarbonate, 
carbonate, and hydroxide ions. 

• Potassium (K): Represents the level of potassium ions in 
the water. 

• Magnesium (Mg): Indicates the level of magnesium ions 
in the water. 

• Sodium (Na): Is an important water quality parameter and 
gives an indication of the sodium ions found in water. 

Chlorides (Cl): Identifies levels of chloride ions, the 
source of which may be related to many factors, such as 
seawater infiltration or industrial effluents. 

• Calcium (Ca): Shows the amount of calcium ions present 
in the water and influences hardness and alkalinity. 

• Sulfate (SO4): Refers to dissolved sulfate ions, usually 
given off by industrial sources or natural mineral deposits. 

Nitrate (NO3): Indicates the presence of nitrate ions in 
the water, which may be due to agricultural runoff or the 
discharge of wastewater. 

• Phosphorus (P): Indicates the concentration of phosphorus 
compounds in the water, which may cause an overload of 
algal bloom and eutrophication. 

Ammonia (NH3): Refers to ammonium nitrogen, one 
of the pollutants in the water environment, mainly from 
the decomposition of organic matter or the discharge of 
wastewater. 

Together, these parameters summarize an integral complex 
of surface water physicochemical properties that are used for 
water quality assessment, ecological process understanding, 
and contaminant or pollutant source identification. 

2.3 Self-organizing Maps: Methodology 
and Implementation 

To try to create a comprehensive way of visualizing huge 
multidimensional datasets, Kohonen invented the topological 
map. Using machine learning-based methods [8], Kohonen 
provides a way to divide data into groups that are similar 
to each other and visualize them within the boundaries of 
a discrete low-dimensional space, which is called a so-
called “topological map” [9]. Topological mapping methods 
provide a way to embed high-dimensional data into a lower-
dimensional feature space to expose hidden structures in the 
data [16]. The self-organizing map (SOM) approach is a kind 
of unsupervised learning artificial neural network 12, which is 
a type of neural network architecture [14]. In self-organizing 
maps (SOM), input vectors or samples are given into a grid 
of neurons (called nodes or units) [13]. The parameter d is the 
dimension of the map and is fixed a priori. An input vector 
is connected to all neurons on the grid through d synapses 
and d weight vectors w. The vector’ w, also called the proto-
type or the referent vector of the map neuron, represents the 
map neuron’s location in data space [14]. The best matching 
unit (BMU) provides the most similar referent to the given 
data. The topological error (Te) and quantization error (Qe)15 
are the standard parameters to evaluate the quantization and 
topological preservation capability of a self-organizing map.



94 R. El Chaal and M. O. Aboutafail

The Quantization Error (Qe), which is also called 
the resolution measure, adequately calculates the average 
distance between the data points and the respective best 
matching units (BMU) from the data points to be clustered. 
It is a measure of the amount of mapping that the SOM has 
done on the dataset or, more precisely, the depth of the quan-
tization 1. Hence, smaller Qe values refer to a better quality 
of the SOM algorithm. Mathematically, it can be written as: 

Qe = 
1 

N 

N 

k=1 

x (k) − w x (k) 2 
(1) 

where N is the number of data, x(k) is the k-th individual, and 
w(x(k)) is the BMU of the individual x(k). 

Quantization error denotes the average distance between 
input vectors and best matching units (BMUs). One could also 
think of this as a performance measure of the SOM, where a 
smaller value is better since it indicates that the input data is 
represented well. On the contrary, a high quantization error 
suggests that the self-organizing map did not understand the 
structure of the input data, and the input vectors of the best 
matching unit will be separated further. 

The self-organizing map (SOM) organizes input data in 
such a way that similar input vectors are assigned to neigh-
boring regions on the grid while minimizing the quantiza-
tion error during training. Hence, SOM could explicitly map 
them according to the underlying assumptions and aims so 
that they can provide an accurate representation in clustering 
visualization and classification. 

Topographic error Te [16] (It measures the preserva-
tion of the topology in the SOM) [17]. The output quantities 
the number of data pairs for which the two closest referent 
neurons on the SOM grid are not neighboring map units [18]. 
While quantization error is concerned with how well the data 
is represented, Te takes into account the structure of the SOM 
grid [19]. 

Te is calculated by measuring the instances where the 
first winning neuron (ci) and the second winning neuron (si) 
for observation are not neighboring units on the map [20]. 
The second winning neuron of an observation refers to the 
neuron with the closest referent vector after the first winning 
neuron. Mathematically, the topographic error is determined 
as follows: 

Te = 
n 
i=1 E 
n 

E = 1 si  rci − r2 si = 1 
0 si  rci − r2 si = 1 

(2) 

where rc and rs are, respectively, the locations of neuron c 
and neuron s on the map. 

The topology is perfectly preserved when this criterion is 
0. 

The value of the topographic error is between 0 and 1, with 
0 indicating perfect topological preservation (meaning that all 
input vector neighbors are also neighbors on the SOM grid) 
and 1 indicating total topological distortion (all input vector 
neighbors are not SOM grid neighbors). 

It is also important to minimize the topographic error 
during the training process, as it can indicate whether the 
SOM preserves the topological relationship in data [9, 10]. 
This means that the overall topography error is low and that 
the SOM preserves the structural and topological character-
istics of the data domain and hence suitable for clustering, 
visualization, and classification functions. 

The topological maps depict a paradigm shift in the use of 
these maps [3] as opposed to the classical linear and classifica-
tion methods [21]. Figure 2: Result of C.A.(left), H.C.(right) 
[23]. These traditional techniques show their weaknesses 
in some aspects that indicate that although they have been 
performed in a common context regarding the grouping of the 
sample, these techniques are based on classical assumptions 
especially the nonlinear association between the variables 
[24]. 

Conversely, it has the additional advantage of being able 
to represent complex nonlinear relationships that can exist 
in the data, which gives a unique advantage in the topology 
mapping method. Because it uses its self-organizing map 
characteristics in this manner, it provides a near real-time 
snapshot of the relative relationships of these data points as 
it efficiently groups and visualizes them. Such a property of 
topological maps turns them into one of the most simple yet 
powerful exploratory and visualization tools in the researcher 
toolkit; it allows researchers to spot complex relationships 
between patterns of data that otherwise would slip past under 
the radar of typical linear or even some nonlinear techniques 
immediately.

Fig. 2 Structural representation of a topological map 
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Topological maps reverse this trend by showcasing a solu-
tion that is both counter-intuitive and also utilizes a real-world 
dataset, and this accessibility can be critical for researchers 
searching for methods to parse through the intricacies of real-
world datasets by presenting the essentials in the simplest 
terms. 

2.4 Hierarchical Clustering Using 
Self-organizing Maps (SOM-CHA) 

Similar to other data analysis methods, the SOM-CHA clas-
sification intends to create a brief schematic depiction [25]. 
The distance-based paradigm opens with a calculation of a 
matrix representing the mutual distances among the places 
that need to be classified, namely, the map nodes. As a result, 
this matrix clusters the closest points. Such a methodology 
allows deriving a hierarchical tree [26], which consists of 
many potential partitions, with each point being assigned 
to one of the groups in a given partition. After doing the 
hierarchical classification, the best partition is determined 
[27]. 

2.5 Algorithmic Approach: Kohonen Maps 
(SOM) [16] 

Let wt 
1, . . . , w

t 
N ∈ (Rn)N be neurons of the vector space 

R
n . We designate by V w j the set of neighboring neurons 

of w j for this Kohonen card. By definition, we have w j ∈ 
V w j . Let  (X1, . . . ,  X K ) ∈ (Rn)K a cloud of points. We use 
a sequence of positive real numbers (αt ) checking t≥0 α

2 
t < 

∞ and t≥0 αt < ∞. 
Certainly! The following is a simplified description of the 

algorithm for the Kohonen maps: 

• Initialize the Map: The first step is the initialization of 
the Kohonen map, usually arranged as a grid of neurons/ 
nodes. Every neuron in the model has a weight vector 
corresponding to it with the same dimensions as the given 
input data. 

• Randomize Weights: This refers to providing the random 
values for the weight vectors of the neurons in the map. The 
prototype reference vectors for the neurons are represented 
by these weight vectors. 

• Choose Input Data: Randomly or sequentially, choose an 
input vector from the dataset. This input vector represents 
a single observation from the dataset (e.g., a row of the 
input matrix). 

• Neuron Activation Computation: Compute the activation 
of each neuron in the map according to its distance from 
the input vector. This is mostly done by using distance 
metrics like Euclidean distance. 

• Locate the Best Matching Unit (BMU): Identify the neuron 
that has the weight vector most similar to the input vector. 
This neuron is called the best matching unit (BMU). 

• Weight Update of Neuron: Update the weight of BMU 
and its neighbors to come closer to the input vector. This 
is achieved by pulling the weight vectors in proximity to 
the input vector in the feature space. Updates are smaller 
for neighboring neurons, with the update size diminishing 
as a function of distance from the BMU. 

• Repeat: For a given number of epochs or till convergence, 
repeat steps 3 to 6. Convergence can be described in terms 
of neuron weights or other standards. 

• Plot the Kohonen Map and Other Visualization and Anal-
ysis Code: The Kohonen map can also be visualized to see 
clusters and patterns in the data after it is trained. Interpret 
the relations among the regions of the trained map and the 
input data. 

• Optional Fine-Tuning: Optionally perform additional 
steps such as neighborhood shrinking or learning rate 
decay to fine-tune the map that had been trained in the 
previous iterations so that it can yield better performance. 

• Take Application: Based on the purpose of the analysis, the 
trained Kohonen map can be used for data visualization, 
clustering, or classification tasks. 

Through this algorithm, we can see a high level view of 
the steps in the training of a Kohonen map. Implementation 
specifics will vary based on the programming language and 
the specificities of an application. 

Initialization 

The neurons w0 
1, . . . , w

0 
N are distributed in the space Rn in 

a regular way according to the shape of their neighborhood 
t ← 0. 

Closest Neuron 

We choose a point of the cloud Xi randomly; then, we define 
the neuron wt 

k∗ , so that: 

wt 
k∗ − Xi = min1≤ j≤N w

t 
j − Xi . 

Update 

For each wt 
j in V wt 

k∗ 

wt+1 
j ← wt 

j + αt Xi − wt+1 
j 

t ← t + 1 
(3) 

As long as the algorithm has not converged, return to the 
nearest neuron step.
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The update step can be modified to improve the conver-
gence speed [28]: 

wt+1 ← wt + α ← (wt , wt∗)w(X − wt+1) (4) 

where h is a function with a value in the interval [0,1], which 
is 1 when wt = wt. And that decreases when the distance 
between these two neurons increases. A typical function is: 

hck (σ (t)) = exp − 
d2 2 (rc, rk ) 
2σ 2(t) 

= exp − 
rc − r2 k 
2σ 2(t) 

(5) 

where rc and rk are, respectively, the locations of neuron c and 
neuron k on the map, and (t) is the radius of the neighborhood 
at iteration t of the learning process. 

Also known as the Kohonen map, this very effective data 
analysis technique projects the n-dimensional data into two-
dimensional space using a nonlinear transformation based 
on a rectangular neighborhood. Such conversion allows 
easy visualization of complex data structures and patterns. 
However, the Kohonen maps do more than simply visualize 
the data—they perform unsupervised classification, and this 
is achieved by organizing the neurons into clusters and finding 
regions with a high concentration of data points. 

The special aspect of Kohonen maps is their capability 
to capture the topological relationships existing in the orig-
inal data space. In the map, neurons are connected to each 
other such that neighboring neurons are close to each other 
in the input space, which means that (this network) preserves 
the topology of the data. Maintaining topology is important 
for the overall structure and separation of the data, which is 
essential for good interpretation and analytical processing of 
data. 

In addition to visualizing data and identifying clusters, 
Kohonen maps enable the delineation of boundaries between 
different classes or clusters. The edges connecting neurons, 
or vertices, in the map are modulated to reflect the degree of 
proximity or separation between classes. Narrow connections 
signify close relationships between neighboring neurons, 
indicating similar data points or clusters, while expanded 
connections indicate distinctions or separations between 
classes. 

In conclusion, Kohonen maps are a robust tool to analyze 
and gain insights into complex datasets by showing intuitive 
visualizations of the high-dimensional data, performing unsu-
pervised classification of the data and defining the bound-
aries of the classes. Because of this property and their capa-
bility on preserving the topological structure of the data, 
they are fundamental for several applications such as pattern 
recognition, data mining, and exploratory data analysis. 

Code for MATLAB 

% Define SOM parameters 

gridSize = [10, 10]; % Size of the SOM grid 

inputDim = 16; % Dimensionality of the input data 
numEpochs = 100; % Number of training epochs 
learningRate = 0.1; % Initial learning rate 
neighborhoodSize = 3; % Initial neighborhood 
size 

% Generate random input data (replace this with 

your actual data) 

numSamples = 1000; 
inputData = rand(numSamples, inputDim); % 

Example: Random data 

% Initialize SOM weights randomly 

somWeights = rand(gridSize(1), gridSize(2), 

inputDim); 

% Training loop 

for epoch = 1:numEpochs 
% Update learning rate 

currentLearningRate = learningRate * 

exp(-epoch / numEpochs); 

% Shuffle input data 

shuffledData = inputData(randperm(size(inputData, 

1)), :); 

% Iterate through input data samples for i = 1: 
numSamples 

% Compute Euclidean distances between SOM 

weights and input data 

distances = sqrt(sum((somWeights − 
repmat(shuffledData(i, :), [gridSize(1), 

gridSize(2), 1])).^2, 3)); 

% Find the BMU (Best Matching Unit) [minDist, 

bmuIndex] = min(distances(:)); 
[bmuRow, bmuCol] = ind2sub(size(distances), 

bmuIndex); 

% Update weights of BMU and its neighbors for row 

= max(1, bmuRow -

neighborhoodSize):min(gridSize(1), bmuRow + 
neighborhoodSize) 

for col = max(1, bmuCol − neighborhood-

Size):min(gridSize(2), bmuCol + neighbor-

hoodSize) 

% Update weight vector using neighborhood func-

tion neighborhoodDist = sqrt((row − bmuRow)^2 + 
(col -

bmuCol)^2); 

neighborhoodFactor = exp(-

(neighborhoodDist^2) / (2 

* neighborhoodSize^2)); 

somWeights(row, col, :) = somWeights(row, col, 

:) + currentLearningRate * neighborhoodFactor * 

(shuffledData(i, :)
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- somWeights(row, col, :)); 

end 

end 

end 

end 

% Visualize SOM grid figure; 

hold on; 

for i = 1:gridSize(1) for j = 1:gridSize(2) 
plot(somWeights(i, j, 1), somWeights(i, j, 2), 

’bo’, ’MarkerSize’, 10); 

end 

end 

title(’Self-Organizing Map (SOM) Grid’); 

xlabel(’Feature 1’); 

hold off; 

3 Results and Discussion 

3.1 Surface Water Sample Classification 
Using SOM 

Surface Water Classification-Based Physicochemical Charac-
teristics: We used the self-organizing map algorithm (SOM) 
applied in this study to classify surface water samples 
according to different characteristics as determined by various 
tools. SOM (or self-organizing map) is a neural network 
method that helps us organize and visualize high-dimensional 
data in a lower-dimensional space. This approach facilitates 
the discovery of underlying patterns and relationships within a 
dataset, and it is especially well-suited for exploring complex 
environmental datasets, such as water quality parameters. 

How SOMs Work: The self-organizing map technique 
works by iteratively adjusting a grid of neurons to create a 
topologically preserving representation of the input. We set a 
certain number of neurons in a grid as weight vectors assigned 
randomly or in accordance with the initialization scheme. The 
algorithm then passes through the input data multiple times; 
each time, it moves the weight vectors of neurons in the direc-
tion of where the input samples reside. As a consequence, this 
process induces neighboring neurons to become specialized 
in representing similar input patterns, leading to a topological 
ordering of the map. 

For example, in our study, the input layer of the SOM 
consisted of vectors for each surface water sample, and each 
vector contained different measurements for 16 physicochem-
ical parameters. Parameters monitored within these categories 
include pH, bicarbonate, dissolved oxygen, conductivity, 
temperature, total dissolved solids, total alkalinity, potassium, 
magnesium, sodium, chlorides, calcium, sulfates, nitrate, 
phosphorus, and ammoniac. By treating these parameters 

simultaneously, we intended to encapsulate the total physic-
ochemical profile of the surface water samples sampling 
campaign in the area of study. 

The surface water samples were clustered or classi-
fied based on their physicochemical similarities using the 
SOM algorithm. Visualization of the resulting grid for SOM 
allowed us to observe some spatial correlations and patterns 
of the surface water samples. This ease of clustering enabled 
the identification of uniquely identifying populations or clus-
ters of samples with related physicochemical characteristics, 
informing patterns of water quality variability and distribution 
alongside other spatial patterns in the study region. 

Conclusions: Surface water samples classified within 
SOM provided a powerful and fast method for unsupervised 
exploratory analysis of complex environmental datasets and 
the recognition of useful patterns in water quality features. 
Utilizing this methodology allowed the ability to process 
and analyze big data, leading to informed decision-making 
and targeted interventions for sustainable water resources 
management and environmental protection. 

SOM algorithm works under nonlinear classification of 
complex data to find patterns closer together. Calculating 
Machine Learning Training X input layer vector Sample 
Input: In this study, the input layer consists of vectors with 16 
components, each defined for each sample corresponding to 
their 16 physicochemical parameters of the surface waters 
being studied. The output layer is a grid of 10 rows by 
10 columns containing 100 neurons. We chose this partic-
ular output map size since it results in the lowest values for 
the following two error measures: Qe = 0.268 (quantization 
error) and Te = 0.03 (topographic error). 

The SOM component planes provide a helpful descrip-
tion of the dataset, and they present color patterns where dark 
red cells indicate high values and blue low values (Fig. 3) 
[16]. Using this visualization, we get to see some relation-
ships between the physics-chemical parameters. Of particular 
note, any two or more variables that share a color (intensity) 
are, at the very least, positively correlated.

Positive correlations are present for HCO3, Cl,  Mg, Na,  
SO4, Cond, NO3, NH3, Ca, total alkalinity (in CaCO3), K, 
and TDS. The presence of such co-variation suggests these 
parameters are influenced by common and related chemical 
processes happening within the water samples. 

Dissolved oxygen (D.O. Diss) and pH total alkalinity 
(CaCO3) and phosphorus (P) are negatively correlated, which 
means variations in one parameter when changes in other 
parameters vary inversely. This suggests that they may play 
antagonistic roles or that one may regulate the other. 

Similarly, PLC could not show a positive or negative corre-
lation for some variables such as temperature (T°C), phos-
phorus (P), and nitrate (NO3), which means the variations 
on these parameters are not correlated with each other, and
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Fig. 3 Gradient of 
physicochemical parameter 
values on the Kohonen map

they appear to be independent of other parameters (Febria 
et al. 2015). Their independence highlights local dynamics 
and impacts for those fixed dimensions in the datasets whose 
temporal connection could be of more interest. 

3.2 Exploratory Data Analysis Through 
Principal Component Analysis (PCA) 

The PCA results reveal a score plot characterized by the first 
two principal components, PC1 and PC2, which are identified 
as the most important contributors to the total variance. Alto-
gether, PC1 and PC2 account for 62.3% of the total variance 
in our investigation (PC1 = 51.1% + PC2 = 11.2%). This 
reinforces the actual and fundamental importance of these 
two elements to seize the hidden tendencies and variances in 
the data. 

In addition, the correlation circle (Fig. 4) helps to iden-
tify the relationships between variables in PC 1 versus 
PC 2 subspace. A correlation circle represents the correla-
tions among the original variables and the principal compo-
nents. The representation of the variable is in the form of 
a vector originating from the origin angle, the length of 
which describes the correlation strength and direction with 
the principal components. 

It compares the physiochemical parameters that were 
studied by you, and you can determine the correlation 
and dependency of the various physicochemical parameters 
studied, by looking at the factor plane defined by PC1 and 
PC2. In addition, the mode of statistical analysis we are 
conducting allows us to better formalize the relationships 
present in the data and the underlying patterns behind the 
variability we observe. 

The correlation circle in the factorial diagram (PC1 x PC2) 
reveals interesting relations between the main components 

Fig. 4 Circles of correlation in principal component analysis (PCA) 
plot (PC1 × PC2) 

and the initial variables. Particularly, the variables of Mg, 
HCO3, CaCO3, K, SO3, Na,  Cl, NH3, and TDS are posi-
tively correlated with the PC1 axis. The coefficients for these 
variables are greater than 0.6, suggesting a strong, positive 
association with PC1. 

On the other hand, Oxy Diss shows a negative correla-
tion with the PC2 axis (with coefficients lower than − 0.6). 
Because of the inverse relationship here, this negative corre-
lation indicates that Oxy Diss changes are inversely related 
to changes along the PC2 axis. 

Visualization of the data structure and correlation circle 
allows for checking the relationships between variables and 
principal components. The factorial diagram reveals which 
of the correlations and their associated features account for
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most of the variability observed between the different prin-
cipal components, providing an explication of the forcing 
mechanisms present in the system. 

Therefore, Mg, HCO3, CaCO3, K, SO4, Na,  Cl, NH3, 
Cond, and TDS show correlation among themselves. As for 
the other variables, T°, P, NO3, and pH not show significant 
positive or negative correlations, they were poorly represented 
in the circle, indicating their autonomous variations. 

3.3 Hierarchical Classification 
with SOM-CHA Approach 

Following the Kohonen map acquisition, we perform a hier-
archical classification based on the ward technique and 
Euclidean distance. In this way, the hierarchical approach 
of the SOM allows the grouping cells within the SOM map 
as specific clusters indicating the physicochemical character-
istics of the Inaouen watershed. The dendrogram available 
from the SOM-CHA (Fig. 3) indicates that the 100 neurons 
should be clustered into five distinct clusters (see to Fig. 5). 

The first class, comprising only 13% of the complete 
dataset, exhibits a different chemical profile characterized 
by slightly higher concentrations of several chemical compo-
nents. 

The most important among these are bicarbonates (HCO3) 
(105.39 mg/l), total dissolved solids (TDS) (100.54 mg/l), 
calcium carbonate (CaCO3) (86.38 mg/l), magnesium (Mg) 
(4.41 mg/l), calcium (Ca) (24.69 mg/l), and electrical conduc-
tion (201.08 µs/cm). By contrast, this class demonstrates 
lower values of ammonia (NH3) at 31.23 µg/l and sodium 
(Na) at 11.60 mg/l, illustrating a different chemical signature 
in the dataset. 

The second class, which is the largest class in our dataset, 
actually includes 48% of the whole database. It is primarily 
defined as a chemical type defined by low levels of certain 
critical chemical components. High sodium (Na) levels are 
low (9.00 mg/l) and potassium (K) levels are also low at 

1.02 mg/l, while sulfates (SO4) are also low at 4.61 mg/l 
and total dissolved solids (TDS) levels are low at 58.33 mg/ 
l, this class also exhibits a unique feature where dissolved 
oxygen is high at 6.24 mg/l, which facilitates the formation 
of this class (i.e., it is the lowest sea level), which provides 
important boundary conditions for classification (Table 1).

Class 3 is the smallest, albeit most diverse component of 
the entire dataset, making up 13% of the entire database, 
one with a unique chemical profile. Of particular note, this 
class has significantly lower abundances of certain chem-
ical elements, reflecting its distinct chemical composition. In 
specific cases, low sulfates (SO4) (4.87 mg/l), low chloride 
(Cl) (3.19 mg/l), low sodium (Na) (4.91 mg/l), low magne-
sium (Mg) (1.81 mg/l), low potassium (K) (0.84 mg/l), and 
low calcium (Ca) (9.95 mg/l) were observed as well, distin-
guishing this class chemically. Ammonia (NH3) is 17.69 mg/ 
l, and total dissolved solids (TDS) 43.38 mg/l, are particu-
larly low; the other particularly high feature of this class is 
phosphorus (P) at 225.39 mg/l, and dissolved oxygen is at the 
particularly high level of 6.30 mg/l, which provides a useful 
delineation of this class in chemical space and indicates that 
it is a prevalent feature of the population sampled. 

Class 4, 23% of the database which is contained in a large 
class, has an identifiable chemical profile based on moder-
ately high concentrations of numerous chemical components. 

This class is particularly characterized by the presence 
of significant amounts of several chemical elements. And 
the values are; bicarbonates (HCO3) with a high level of 
117.76 mg/l, chloride (Cl) with a high level of 47.98 mg/l, 
magnesium (Mg) with a medium level of 4.85 mg/l, calcium 
carbonate (CaCO3) with a significant level of 96.52 mg/l, 
calcium (Ca) with a high level of 29.83 mg/l, sodium (Na) 
with a high level of 38.90 mg/l and ammonia (NH3) concen-
tration with a very high level of 74.17 mg/l, as well as elec-
trical conductivity (EC) with a high level of 375.87 µs/cm. 
In addition, the TDS value is particularly high at 188.74 mg/ 
l, underscoring the distinctive chemical composition of this 
class within the dataset.

Fig. 5 Dendrogram 
representation of the 
physicochemical parameters of 
surface waters in the Inaouen 
watershed using the topological 
maps method (SOM)
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Table 1 Summary statistics of physicochemical parameters (minimum, mean, maximum) for the entire database and each of the five classes 

Stat of all data Stat of data from cluster 1 Stat of data from cluster 2 

Name Min Mean Max Min Mean Max Min Mean Max 

T°c 16.3 19.9 23 17.1 18.9846 21 16.3 19.7042 23 

pH 5.21 7.1923 9.61 6.36 7.56462 9.42 5.21 7.04458 9.61 

Oxy 
Diss 

0.09 5.0408 14.01 0.08 2.85 7.76 0.08 6.24229 13.26 

Cond 20 233.69 2959 134 201.077 315 20 116.729 629 

TDS 45 117.15 1480 67 100.538 157 10 58.3333 314 

HCO3 3.66 80.629 634.4 68.32 105.389 170.8 6.1 45.1654 170.8 

CaCO3 3 66.09 520 56 86.3846 140 5 37.0208 140 

Mg 0.2 3.1735 25 1 4.40769 11 0.2 1.82542 6.8 

Na 1 24.513 540 2.4 11.6 31 1 9.00208 76 

K 0.1 1.7211 13 0.34 1.63615 4 0,1 1.01563 6.4 

Cl 0.4 25.8394 550 0.6 5.98462 22 0.4 8.62792 99 

Ca 1 17.794 110 3 24.6923 54 1 11.4333 45 

SO4 0.275 7.83175 150 1.65 7.08462 13 0.275 4.60781 15 

NO3 0.02 0.4805 4.8 0.1 1.15846 4,8 0.02 0.464167 4.5 

P 10 58.5 900 20 30.7692 80 10 33.3333 80 

NH3 11 62.93 1000 11 31.2308 130 11 34.1875 130 

Stat of data from cluster 3 Stat of data from cluster 4 Stat of data from cluster 5 

Name Min Mean Max Min Mean Max Min Mean Max 

T°c 18 20.8231 23 17.5 20.3174 23 19 19.8 21 

pH 5.41 6.70692 8.86 5.63 7.44826 9 6.62 8.08333 9.04 

Oxy Diss 1.25 6.3 14.01 1.32 3.59913 10.24 0.7 0.906667 2.2 

Cond 0.09 84.8462 198 100 375.87 1118 980 1801.33 2959 

TDS 23 43.3846 99 50 188.739 559 490 901 1480 

HCO3 7.32 39.3215 82.96 3.66 117.757 329.4 231.8 435.133 634.4 

CaCO3 6 32.2308 68 3 96.5217 270 190 356.667 520 

Mg 0.53 1.80923 4.5 0.61 4.84826 23 3.1 12.4667 25 

Na 1.5 4.90769 13 1.4 38.8957 180 140 303.333 540 

K 0.16 0.84 2.4 0.43 2.6987 7.6 6.8 9.7 13 

Cl 0.7 3.19231 11 0.4 47.9783 260 77 315.667 550 

Ca 1.9 9.95385 30 14 29.8261 110 2.4 31.4 86 

SO4 1.65 4.86538 18 1.65 9.89783 37 11 59.6667 150 

NO3 0.03 0.133077 0.4 0.02 0.364348 2.4 0.1 0.2 0.4 

P 20 225.385 900 20 34.7826 80 20 40 70 

NH3 11 17.6923 50 11 74.1739 250 530 770 1000

The fifth and last class, albeit small (3% of the whole 
database), is a defined subset. This class has the highest 
concentrations of different chemical elements among all 
classes in the dataset, making it the most extreme class in 
the dataset. Importantly, this class displays a highly unique 
chemical profile, containing very high concentrations of 
many important chemicals. In fact, ammonia (NH3) values 
skyrocketed to an alarming 770 mg/l, demonstrating extreme 
pollution or contamination. In addition, conductivity exhibits 
an incredibly high reading of 1801.33 uS/cm, indicating 

a plethora of dissolved ions in the water. Likewise, total 
dissolved solids (TDS) have a remarkably high level of 
901 mg/l, which indicates a significant amount of soluble 
material in the water sample. 

In addition, bicarbonates (HCO3) show a high level of 
435.13 mg/l, sodium (Na) content is also high at 303.33 mg/ 
l, and the level of chloride (Cl) is at 47.98 at a highly elevated 
level, which may mean salinity risks. Similarly, concentra-
tions of magnesium (Mg) are also very high at 4.85 mg/ 
l and calcium carbonate (CaCO3), pervasive in calcareous
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Fig. 6 Visualization of the five clusters identified through SOM hierar-
chical clustering, showing sample distribution 

sediments—has a strong concentration (356.67 mg/l): the 
calcium (Ca) at this station is also notable (31.40 mg/l), as 
are potassium (K) concentrations (9.70 mg/l), and sulfates 
(SO4), at 59.67 mg/l. 

The difference in chemical composition between the 
classes is probably due to the geological composition of the 
soil, differences in altitude, and local domestic discharges 
from adjacent localities. 

One thing that matters is the geology of the surrounding 
landscape because it can influence the chemistry of surface 
waters. 

Different kinds of soil, mineral deposits, and geological 
formations may contain other chemical constituents that can 
enter the water, thus changing the composition of the water. 
Some rock formations, for example, can have high concen-
trations of particular ions or minerals, which can seep into 
nearby water bodies and further affect differences in their 
chemistry. 

Second, the variation of altitude within the catchment 
area may also influence the chemical composition of surface 
waters. In the case of higher elevations, we argue that hydro-
logical processes at higher elevations, more weathering of 
rock formations, and greater precipitation create a partial bias 
in terms of the transport of chemical compounds. This leads to 
differences in the chemical signature of surface waters from 
different altitudinal zones. 

Finally, the discharge of domestic wastewater from 
local communities may add other pollutants and contami-
nants to the surface waters and affect their chemical content 
differences as well. The physicochemical properties of 
receiving waters are changed upon discharging effluents 
from urban and rural settlements, which contain different 
chemical pollutants (nutrients, organic matter, and heavy 
metals) [8]. 

After all, the joint effect of geological influences, differ-
ences in elevation levels, and anthropogenic impact of neigh-
boring communities, results in the variation of the chem-
istry of surface waters in terms of the classes found in the 
basin. Grass actually manages guarding water resources in 
the community is based on these root causes, and is one of 
the keys to success (Figs. 6, 7 and 8). 

3.4 U Matrix Analysis for Classification 

The U Matrix Classification—U Matrix classification, a key 
part of the Kohonen self-organizing map (SOM) analysis, 
helps to define spatial patterns and relations of the dataset. 
This is a crucial classification method as it helps to visualize 
the structure of the SOM and to find clusters or groups of 
similar data points.

Fig. 7 Projection of samples 
onto the PC1XPC2 factorial 
plane, showing the distribution of 
the five clusters
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Fig. 8 Visualization of the five clusters resulting from the SOM hier-
archical clustering, showing the distribution of patterns assigned to 
each neuron

U Matrix classification works by assigning colors to each 
neuron in the SOM grid to represent similarity; if two neigh-
boring neurons are similar, they will be assigned the same 
or neighboring colors. Neurons with adjacent weight vectors 
(closely related to the training instances) are given similar 
colors, thus the smooth appearance across the map. The 
colors of the gradient place the map regions in a topological 
relation with similar colors for adjacent neurons, showing 
that they are both close and similar in the input data space. 

Through the examination of the U Matrix, researchers 
can find clusters or areas of analogous data points, as well 
as delineate boundaries or transitions between distinct clus-
ters. This information is essential for comprehending the 
dataset’s underlying structure and seeing potential patterns 
or trends that may not be immediately evident from the raw 
data. 

Additionally, the U Matrix classification shows how well 
the self-organizing map has mapped the input data, getting the 
latent characteristics of the data. An even, regular U Matrix 
reflects successful SOM organization of input data, while a 
clumpy, ragged U Matrix indicates that SOM could not map 
the data structure. 

The U Matrix classification has emerged as an infor-
mative tool for visualizing and interpreting the results of 
SOM analysis to identify patterns that provide researchers 
with valuable knowledge about the geographical distribution 
and linkages of the input data. Through this classification 
approach, scientists can extract hidden structures, relations, 
and trends from the complex data, allowing us to understand 
better how these underlying processes drive environmental 
phenomena. 

A hexagonal structure was used for the U Matrix classifi-
cation map to improve resolution and accelerate processing. 
Despite the rectangular topology necessitating fewer neurons 
to attain minimal quantization and topographical defects, the 
hexagonal topology was preferred due to its enhanced perfor-
mance. The resultant U matrix (refer to Fig. 9) was produced 
utilizing the specified SOM parameters. 

Fig. 9 U matrix depiction of the self-organizing map (SOM) illustrating 
the 16 physicochemical parameters from 100 sources in the Inaouen 
watershed 

The classification precision achieved through the best 
matching units (BMUs) in the U matrix is deemed nearly 
precise, yielding a high-quality and seamlessly smooth 
mapping output. 

4 Conclusion 

In conclusion, the application of the Kohonen self-
organizing map (SOM) method to the detailed dataset 
of physicochemical parameters from surface water samples 
through the entire groundwater of the Inaouen watershed 
collected from February 2014 to December 2015 has given 
us a better and deeper understanding of spatial variability 
and distribution behaviors of these waters. Through the 
application of SOM analysis, we have detected and classi-
fied both positive and negative intercorrelations between the 
range of parameters studied and highlighted the complex-
ities of interactions between different markers of water 
quality. 

Besides, the hierarchical classification of the SOM map 
(SOM-HC) has given more specific insight into spatial vari-
ability based on source variations in the watershed. This 
classification ultimately allowed for discernible patterns to 
surface across the chemical properties of the water samples, 
which indicated potential influences from the geological 
formation of source water, altitude, and other localized 
anthropogenic activities. 

The noticeable difference in water quality across locations 
in the watershed highlights the need to appreciate and manage 
the complexity of the drivers of water quality change. This 
means that we need actions that are more targeted and can 
better manage systems to prevent specific sources of contam-
ination or degradation and, at the same time, to use and protect 
water.
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More broadly, these findings also allow us to understand 
better the complex interplay of influences on water quality 
within the Inaouen watershed. Abstract: Sustainability and 
sustainability have been offered as an explanation for what 
we need to do to promote sustainable management of our 
water resources. In the future, research efforts and monitoring 
initiatives will need to continue to clarify the impact and 
risk of water quality in the Inaouen watershed to continue to 
protect the aquatic ecosystems and communities that depend 
on them over the long term. 
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Abstract 

The incorporation of natural waste into clay blocks 
enhances their properties. This article presents the find-
ings of research on clay blocks enriched with natural waste 
from traditional Moroccan industries, specifically broken 
pottery waste and wood ash. The study emphasizes the 
thermal properties of these blocks, particularly comparing 
their thermal conductivities and diffusivities. Mechan-
ical properties are assessed through compressive strength 
measurements, while physical properties are determined 
by density. The findings show a significant improvement in 
the insulating capacities of the analyzed blocks. A mixture 
of 50% clay, 30% wood ash, and 20% broken pottery 
waste provided optimal thermal resistance, allowing for 
the construction of environmental barriers with enhanced 
heat resistance akin to conventional houses. 
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1 Introduction 

The adoption of resource-efficient and environmentally 
responsible building materials is a key factor in advancing 
sustainable development. Among these, ecological bricks 
made from clay stand out due to their abundant availability, 
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minimal environmental impact, and low carbon footprint. 
However, ensuring their durability, performance, and suit-
ability for various climatic conditions requires a compre-
hensive understanding of their thermomechanical behavior. 
This study aims to bridge the knowledge gap regarding the 
performance of ecological bricks, particularly in response to 
fluctuations in humidity and temperature [1, 2]. 

As climate change challenges conventional construction 
techniques, there is an urgent need to reassess building mate-
rials with reduced environmental impact. Historically linked 
to low-cost housing, earthen materials are gaining renewed 
interest in sustainable construction due to their affordability, 
low energy requirements, and ability to enhance indoor 
thermal comfort. Despite often being associated with tradi-
tional architecture, nearly one-third of the global population 
still resides in structures made from earth-based materials 
(Fig. 1) [2, 3].

Although modern materials such as cement and lime are 
widely used for their strength, their high greenhouse gas 
emissions necessitate a transition toward greener alterna-
tives. This shift has sparked renewed interest in earth-based 
construction, aligning with efforts to reduce environmental 
footprints and improve building energy efficiency [4, 5]. In 
pursuit of sustainable construction, researchers have explored 
ways to enhance the energy performance of earthen buildings 
by incorporating hydraulic binders or organic fibers, often 
sourced from local environments [6]. 

Various studies have examined modifications to traditional 
clay bricks through the addition of organic and inorganic 
stabilizers. Findings suggest that integrating agricultural by-
products like rice husk ash and sawdust can enhance the 
thermal insulation of bricks, contributing to better indoor 
temperature regulation [7, 8]. Similarly, the inclusion of 
industrial by-products such as fly ash and silica fume has 
been shown to strengthen the mechanical properties of clay 
bricks while simultaneously reducing reliance on natural clay 
resources [9, 10].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2025 
A. Moumen et al. (eds.), Artificial Intelligence and Data Analytics for Innovative Applications in Engineering, Sustainability 
and Technology, Sustainable Artificial Intelligence-Powered Applications, https://doi.org/10.1007/978-3-031-90318-2_12 

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-90318-2_12&domain=pdf
mailto:bsaidfssm@gmail.com
https://doi.org/10.1007/978-3-031-90318-2_12


106 S. Bajji et al.

Fig. 1 Building on the locally 
available clay in the  
Tiznit-Agadir region of Morocco

This study builds upon previous findings by proposing 
a novel composite material integrating clay, wood ash, and 
crushed pottery waste. The objective is to enhance the ther-
momechanical properties of clay-based materials, thereby 
improving their thermal performance. The research focuses 
on two key aspects: (1) optimizing the composite’s thermal 
and mechanical behavior by adjusting the proportions of stabi-
lizing components, and (2) assessing its durability and perfor-
mance across different Moroccan climatic conditions through 
extensive thermo-physical analyses, including measurements 
of thermal conductivity, heat capacity, and thermal diffusivity. 
Ultimately, this work aims to develop a sustainable, energy-
efficient, and long-lasting construction material adapted to 
specific environmental challenges [11]. 

2 Materials and Methods 

2.1 Used Materials 

By-products from traditional pottery production, combined 
with wood ash, have been effectively utilized to improve the 
stability of clay bricks. This innovative approach, which inte-
grates these materials into clay-based blocks tailored for local 
applications, promotes sustainability by facilitating recycling 
and reducing environmental impact. 

The study involves fabricating various clay brick samples, 
including reference specimens, and conducting thermal char-
acterization to assess their performance. The main objective 
is to evaluate the potential of crushed pottery waste and wood 
ash as stabilizing agents while analyzing the thermo-physical 
properties of the modified bricks. 

The research methodology encompasses the production 
of different brick formulations, followed by mechanical and 
thermal testing. By comparing the enhanced bricks with 
conventional samples, the study aims to determine the influ-
ence of these additives on thermal behavior and overall 

Fig. 2 Picture of wood ash and pottery waste 

material performance. Ultimately, this investigation seeks to 
provide valuable insights into the role of these by-products in 
improving the properties of clay-based construction materials 
(Fig. 2). 

2.2 Manufacturing Test Samples 

After selecting the appropriate components for each mixture, 
the test samples were prepared using the following procedure: 

1. Water Incorporation—Adding the optimal amount of 
water to achieve the desired consistency. 

2. Homogenization—Manually mixing the ingredients to 
ensure even distribution of water throughout the mixture. 

3. Molding and Compaction—Filling the molds and 
compacting the material to achieve uniform density. 

4. Demolding and Curing—Carefully removing the 
samples from the molds and allowing them to cure under 
controlled conditions.
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2.3 Experimental Protocol 

2.3.1 Sample Preparation 
The materials were first dry-mixed until a uniform consis-
tency was achieved, ensuring even distribution of compo-
nents. Water was then gradually added, followed by thorough 
kneading to achieve complete homogenization. Hand mixing 
was essential in minimizing the risk of cracks during the 
drying phase. The prepared mixture was immediately placed 
into molds and compacted. 

To ensure consistency across samples, the molds were 
carefully filled in layers, with each layer compacted using 
a metal pestle. Additionally, the molds were cleaned 
before use and between different samples to prevent cross-
contamination. 

Before conducting measurements, the composite material 
underwent an initial preparation phase. Two identical samples 
were created from each mixture using separate molds. After a 
24-h setting period, the samples were demolded. To optimize 
contact for thermo-physical characterization, the surfaces 
were smoothed as needed to eliminate air gaps between the 
samples and the measurement probe. 

Test samples were prepared in two forms: brick blocks and 
cylindrical specimens measuring 5 cm in diameter and 10 cm 
in height. These samples were stored under stable labora-
tory conditions at 20 ± 2 °C. A drying period of 14 days 
was maintained before performing compressive strength tests 
(Table 1). 

The experimental trials were conducted using six different 
concentrations of shredded pottery waste mixed with clay, as 
well as six different concentrations of wood ash mixed with 
clay. In addition, seven different concentrations were tested 
using a combination of shredded pottery waste and wood ash 
mixed with clay (Fig. 3).

2.4 Thermo-Physical and Mechanical Tests 

2.4.1 Thermo-Physical Characterizations 
The thermo-physical analysis of samples is conducted using 
the “two-box method” or EI700 device. This apparatus 
enables the simultaneous measurement of thermal conduc-
tivity and thermal diffusivity in both solid and liquid mate-
rials. It is designed to handle large samples and perform 
measurements under real-world conditions, making it ideal 
for evaluating the thermo-physical properties of construction 
materials. The method is user-friendly and delivers precise 
measurements, offering performance comparable to tradi-
tional techniques like the hot wire and hot disk methods 
[7]. 

When comparing the thermal conductivity results from 
both methods, the difference is less than 9%, with the 
method’s accuracy ranging between 3 and 5%. 

Table 1 Compositions of manufactured clay bloc 

Mixtures 

Mixture M1: Clay alone 

• 100A: 100% Clay, 0% Wood Ash, 0% Crushed Pottery Waste 

Mixture M2: Clay + Crushed pottery waste 
• 95A5P: 95% Clay, 0% Wood Ash, 5% Crushed pottery waste 
• 90A10P: 90% Clay, 0% Wood ash, 10% Crushed pottery waste 
• 80A20P: 80% Clay, 0% Wood ash, 20% Crushed pottery waste 
• 70A30P: 70% Clay, 0% Wood ash, 30% Crushed pottery waste 
• 60A40P: 60% Clay, 0% Wood ash, 40% Crushed pottery waste 
• 50A50P: 50% Clay, 0% Wood ash, 50% Crushed pottery waste 

Mixture M3: Clay + Wood ashes 
• 95A5C: 95% Clay, 5% Wood ash, 0% Crushed pottery waste 
• 90A10C: 90% Clay, 10% Wood ash, 0% Crushed pottery waste 
• 80A20C: 80% Clay, 20% Wood ash, 0% Crushed pottery waste 
• 70A30C: 70% Clay, 30% Wood ash, 0% Crushed pottery waste 
• 60A40C: 60% Clay, 40% Wood ash, 0% Crushed pottery waste 
• 50A50C: 50% Clay, 50% Wood ash, 0% Crushed pottery waste 

Mixture M4: Clay + Crushed pottery waste + Wood ashes 
• 40A30C30P: 40% Clay, 30% Wood ash, 30% Crushed pottery 
waste 

• 50A30C20P: 50% Clay, 30% Wood ash, 20% Crushed pottery 
waste 

• 50A20C30P: 50% Clay, 20% Wood ash, 30% Crushed pottery 
waste 

• 60A20C20P: 60% Clay, 20% Wood ash, 20% Crushed pottery 
waste 

• 70A20C10P: 70% Clay, 20% Wood ash, 10% Crushed pottery 
waste 

• 70A10C20P: 70% Clay, 10% Wood ash, 20% Crushed pottery 
waste 

• 70A15C15P: 70% Clay, 15% Wood ash, 15% Crushed pottery 
waste 

The image below illustrates the testing apparatus for 
thermal conductivity, including the hot plate, insulation mate-
rials, and sample positioning. This configuration ensures 
uniform temperature gradients across the sample, enabling 
accurate heat transfer measurement through the material. 

Crucial factors influencing the size of the discourage-
ment include the presence of fire and the absence of activity 
in the first box (B1), as shown in Fig. 5. The heat flow 
occurs between the device’s isothermal cold reservoir and 
a heat source with a constant heat flux Q = U2R−1, which 
is controlled by a rheostat. The objective is to maintain the 
temperature in box B1, represented as TB1, slightly lower 
than the ambient temperature, with a temperature difference 
of less than 0.1 °C, i.e., TB1-Tamb < 0.1 °C) [11]. 

Figure 5 illustrates the mechanical press used to measure 
compressive strength, showing how samples are arranged 
and the direction of the applied force. Important compo-
nents, including the load cell and data acquisition system, 
are highlighted to demonstrate how the results are captured. 

Figures 4 and 5 provided essential visual context for the 
methodologies employed in this study. The thermal conduc-
tivity results demonstrated that composites with higher wood
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Fig. 3 Images of specimens prepared for tests

Fig. 4 Apparatus used to measure conductivity 

ash content had lower conductivity values, as tested using 
the equipment shown in Fig. 4. Meanwhile, the compressive 
strength tests indicated that samples with increased pottery 
waste content exhibited higher resistance to deformation, 
consistent with the setup illustrated in Fig. 5. 

The measurement principle involves applying a small 
thermal heat input to the material, just above the ambient 
temperature, at a localized point, and monitoring the resulting 
temperature increase over a set period, typically lasting a few 
minutes. Through mathematical analysis within the corre-
sponding software programs, the required value is then deter-
mined. Once a steady state is reached, indicated by stable 
temperature readings over a prolonged period, the tempera-
ture gradient across both sides of the sample’s mid-surfaces, 

Fig. 5 Composite material and the hot wire probe 

the ambient temperature, and the heating voltage are recorded. 
The thermal conductivity value is then calculated using the 
following formula: 

λ = e 

S(TH − TC ) (Q − β(TB1 − Tamb)) (1) 

The measurement procedure starts by applying a small 
temperature increase to the material, typically just a few 
degrees above the ambient temperature, at a specified loca-
tion. This temperature rise is closely monitored over a defined 
period, usually lasting a few minutes. Subsequently, mathe-
matical algorithms are used to analyze the collected data, and 
the results are processed through specialized software plat-
forms to calculate the thermal conductivity of the material. 
This approach ensures precise determination of the thermal 
conductivity properties of the material under examination. 

2.5 Mechanical Tests 

2.5.1 Dry Compressive Strength 
Brick blocks and cylindrical specimens with a diameter of 
5 cm and a height of 10 cm were fabricated. The compressive 
strength of these cylindrical specimens was evaluated through 
compression tests, where a progressively increasing load was 
applied to a section until failure occurred (Fig. 6).

In accordance with the standard procedure for clay blocks 
[8], this test involves positioning two halves of the sample, 
joined together with mortar, in a simple compression test, 
as illustrated in Fig. 6. The compressive strength is then 
determined using the following method: 

Rc = 10 × F 
S 

(2)
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Fig. 6 Compressive strength test

Rc Compressive strength of the blocks, measured in mega-
pascals (MPa). 

F Maximum load supported by the two half-blocks, 
expressed in kilonewtons (kN). 

S Average surface area of the test faces, measured in square 
centimeters (cm2). 

3 Results and Discussion 

3.1 Thermo-Physical Characterizations 

The test results for the clay blocks are presented in Figs. 7, 
8, and 9. These results were compared with those of the 
cement blocks, and measurements were repeated three times 
to evaluate the margin of error. 

The property in focus refers to the material’s ability to 
conduct heat. A lower thermal conductivity signifies better 
insulation properties. 

As shown in Fig. 8, the thermal conductivity decreases 
from 3.7512 kJ/hmK for 100 A to 1.5462 kJ/hmK for the 
sample (50A30C20P), representing a reduction of approx-
imately 40.2%. This decrease in thermal conductivity with 
varying loads can be attributed to the lower thermal conduc-
tivity of the material compared to the clay matrix. 

Thermal resistance, which measures a material’s insulation 
efficiency, indicates that walls with higher thermal resistance 
provide better insulation. 

The thermal conductivity (λ) values for different 
composite mixtures of clay, wood ash, and pottery waste 
reveal that increasing the proportion of wood ash results 
in lower thermal conductivity, due to the formation of air

Fig. 7 Blocks volumic mass 
studied and cement brick 
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Fig. 8 Clay blocks thermal 
conductivity of the studied and 
cement brick
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Fig. 9 Clay blocks heat capacity 
of studied and cement brick
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pockets and higher porosity. Mixtures with a greater content 
of pottery waste, while still offering adequate thermal 
insulation, exhibit slightly higher conductivity compared 
to those with more wood ash, indicating a denser, less 
porous structure. These findings highlight the need for 
a balance between the two additives to achieve optimal 
thermal insulation without sacrificing mechanical strength. 

3.2 Dry Compressive Strength 

The results of the dry compressive strength of each sample 
studied are shown in (Fig. 10). 

The results presented here align with the findings of 
Khedari et al. [12], suggesting that an increase in fiber content 
leads to a decrease in the binding force within the specimens,

Fig. 10 Compressive strength of the different clay mixtures with various additives 
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which in turn reduces compressive strength. This decline in 
compressive strength can be attributed to the dominant effect 
of fiber content on the material, as the formation of hydration 
products is relatively limited compared to the voids created 
within the mixture. 

4 Conclusion 

In this article, we investigated the effect of waste from the 
manufacture of translational pottery, ground pottery waste, 
and wood ash on the thermal and mechanical properties of 
clay blocks. The results lead to the following conclusions:

• The mechanical tests conducted through compression 
provided satisfactory results. The mix (50A20C30P), 
consisting of 50% clay, 20% wood ash, and 30% crushed 
pottery waste, exhibited optimal compressive strength.

• The compressive strength of the bricks decreases with the 
inclusion of crushed pottery waste, due to the weak bond 
between the particles of this waste and the clay matrix.

• The best mechanical compressive strength was observed 
in the mix (clay + pottery waste + wood ash) compared 
to the other three block mixes examined.

• The addition of filler significantly enhances the thermal 
insulation of the blocks. The more the blocks are filled, 
the more their thermal conductivity decreases and their 
thermal resistance improves.

• Thermal conductivity is particularly low for all the mixes 
tested.

• A strong correlation exists between the density of the 
blocks and their thermal conductivities: the lower the 
density, the better the thermal insulation of the blocks. 

The ecological bricks studied promote energy savings 
in line with prescribed standards, supporting sustainable 
construction practices by reducing energy consumption and 
contributing to environmental preservation. 
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Abstract 

The complexity of the supply chain processes has 
increased exponentially. To cope with this complexity, 
integrating new technologies is much recommended. The 
integration of Industry 4.0 technologies, especially arti-
ficial intelligence and machine learning, in the supply 
chain processes of industrial companies, can help achieve 
the company’s objectives. Through this research, we have 
tried to probe the contribution of Industry 4.0 technolo-
gies in the supply chain of Moroccan automotive indus-
tries, through a qualitative study. This qualitative study 
was conducted using NVIVO. This analysis is based 
on interviews conducted with a global automotive cable 
industry leader based in the Atlantic free zone of Kenitra 
in Morocco. This work demonstrates the perception of the 
actors of the supply chain regarding the challenges of inte-
grating artificial intelligence in the supply chain processes, 
its benefits, and its disadvantages. 
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1 Introduction 

For several years, the interest in the integration of Industry 
4.0 technologies has been rising due to changes in the 
supply chain. The latter has undergone major changes that 
increased the amount of data produced. Nowadays, supply 
chain processes produce a voluminous set of data that includes 
details about processes, events, and alerts found throughout 
an industrial production continuum [1]. When meticulously 
collected and evaluated, this data store can reveal priceless 
insights into industrial processes and the inherent dynamics 
of the system [1] and it can also help the company increase its 
productivity or optimize its processes. Moreover, leveraging 
this data can empower companies to enhance productivity and 
streamline their processes. 

Industry 4.0 leverages data to foster digitalization and 
automation within the manufacturing sector, thereby estab-
lishing a digital framework to facilitate seamless interac-
tion across all facets of a company [2]. This paradigm shift 
toward Industry 4.0 not only necessitates the integration 
of advanced technologies but also underscores the impor-
tance of harnessing data as a strategic asset. By embracing 
Industry 4.0 principles, organizations can unlock new avenues 
for innovation, efficiency, and competitiveness in the global 
marketplace. 

The advent of Industry 4.0 heralds a new era character-
ized by interconnectedness, agility, and data-driven decision-
making. Through the amalgamation of cutting-edge technolo-
gies such as the Internet of Things (IoT), artificial intelligence 
(AI), and machine learning (ML), companies can orchestrate 
a synchronized ecosystem where data flows seamlessly across 
various touchpoints. This interconnectedness enables real-
time monitoring, predictive analytics, and adaptive control 
mechanisms, empowering organizations to anticipate and 
respond to dynamic market demands with unparalleled agility.
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Fig. 1 Different processes of 
supply chain 

Procurement Manufacturing Storage Distribution 

Recent researches in this area show that integrating 
advanced technologies represents an opportunity for the 
supply chain. Recognizing the significance of implementing 
machine learning techniques within the supply chain, orga-
nizations are integrating its methodologies into their supply 
chain operations [3]. However, many companies are still 
afraid of these technologies. They must, however, decide 
whether to carry out a digital transformation while also 
ensuring cost and time-to-market optimization, productivity, 
and continual improvement of all business processes [4]. 
A firm’s ability to profit from the ongoing transformation 
demands skilled adaptation from a range of angles [5]. 
Research on the integration of Industry 4.0 in the supply chain 
is minimal and is still in the initial phase. In light of this uncer-
tainty, this paper aims to discover the different perceptions of 
the actors. 

This study thus investigates the following research ques-
tions: 

1. What are the perceived benefits, challenges, and disad-
vantages of integrating artificial intelligence in the supply 
chain by the actors of the industrial companies? 

2. What is the perceived contribution of integrating machine 
learning in the supply chain by actors of industrial compa-
nies? 

This research represents a work that was initiated in the 
context of an internship in an automotive company. The auto-
motive industry is a key sector that relies on complex part-
nerships, influencing its upstream and downstream opera-
tions [6]. The objective is to discover the perception of the 
actors of the supply chain toward the integration of artifi-
cial intelligence, and to identify the advantages, disadvan-
tages, and challenges, according to their opinion, especially 
the perceived benefits of machine learning. 

The rest of the article is arranged as follows. In the next 
section, we present a literature review on the integration of 
Industry 4.0 technologies. In Sect. 3, we describe the method-
ology followed and the materials used in this study. Section 4 
reports the results of our interviews and a discussion based 
on the literature. Then we propose in Sect. 5 our concep-
tual model. Finally, we conclude our paper, in Sect. 6, with a 
conclusion and perspectives. 

2 Supply Chain and Industry 4.0 

2.1 Supply Chain 

In the literature, there are several definitions of supply chain, 
but they are quite similar. A supply chain is a global network 
that works together to enhance the flow of materials and infor-
mation between suppliers and customers at the lowest possible 
cost and maximum speed [7]. 

As shown in Fig. 1, the supply chain includes four 
processes. Procurement, manufacturing, storage, and distri-
bution. The supply chain starts with the procurement of raw 
materials from different suppliers, the manufacturing phase 
includes transforming the raw material into finished goods, 
storing the latter then distributing it to the customer. The 
primary goal of a supply chain is to maximize the coordi-
nation of these operations to ensure that items or services are 
delivered to clients on time, in the correct quantity, location, 
and period, all while reducing costs and increasing overall 
value. 

In the supply chain, the information flows from customers 
to retailers, manufacturers, and logistics and raw material 
suppliers [7]. This information flow between different part-
ners and departments generates a tremendous amount of data. 
This data concerns the quantity of raw material ordered, the 
price, the date, the supplier, and the material ordered from 
each supplier. In addition, the quantity manufactured the date 
of production, and the number of quality problems. The quan-
tity delivered, the date of the delivery, and the price of the 
finished product delivered to each. 

2.2 Industry 4.0 

Industry 4.0 represents the fourth revolution in the industrial 
world. It integrates numerical tools and new technology across 
the whole manufacturing value chain [8]. Today, the industry 
is largely reliant on interconnectivity, automation, artificial 
intelligence, machine learning, and real-time data [9]. The 
integration of industrial technologies represents an opportu-
nity for industrial companies. It has many benefits thanks to 
the different technologies of Industry 4.0.
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Industry 4.0 emerged in the twenty-first century. It repre-
sents the fourth industrial revolution. The notion of Industry 
4.0 was originally supposed to explain the impact of devel-
oping technologies in the realm of manufacturing [10]. It 
has been described in a variety of ways, such as a vision, a 
paradigm, a scenario, or a digital revolution in manufacturing 
and service firms [11]. 

Industry 4.0 integrates new technologies into the supply 
chain such as artificial intelligence, machine learning, 
big data, the internet of things, augmented reality, cloud 
computing, additive manufacturing, etc. In this paper, we 
focus essentially on artificial intelligence and machine 
learning. 

Artificial intelligence is defined as a model that has the 
ability to think, learn, and act autonomously like human 
behavior [12]. It refers to the simulation of human intelli-
gence processes by machines, especially computer systems. It 
allows machines to execute tasks like a human being. The goal 
of AI is to construct machines that can mimic human cogni-
tive functions and perform activities independently, eventu-
ally increasing efficiency and production in numerous indus-
tries. AI technologies represent one of the most significant 
advancements in technological, digital, and computational 
fields, as they simplify and enhance everyday life [13]. The 
path to fully embracing Industry 4.0 in Morocco comes with 
a unique mix of challenges and opportunities [14]. 

Machine learning is a subfield of artificial intelligence 
that focuses on the development of algorithms and statistical 
models that allow computers to learn and improve their perfor-
mance on a given task without being explicitly programmed 
[15]. The ultimate goal of machine learning is to enable 
computers to solve complicated problems or make judgments 
in a way that replicates human intelligence, albeit frequently 
with higher speed and scalability. 

3 Methodology 

3.1 Method 

A qualitative study is an investigation that aims to obtain 
detailed information about users’ perceptions in a precise 
field. In our paper, we conducted qualitative research to obtain 
detailed information about the users’ perception of integrating 
artificial intelligence in the supply chain of a manufacturing 
organization in the automotive cable industry in Morocco. 

We started by preparing our interview guide based on a 
literature review. We chose the company and then conducted 
interviews with the actors in the supply chain. We transcribed 
then the interviews and analyzed the data. The data analysis 
refers to calculating several variables, such as the saturation 
and the coverage rate. After the analysis, we presented the 

Fig. 2 Research methodology 

results. The results in our case represent the verbatim of each 
interviewee. 

Figure 2 presents the details of the methodology followed. 

3.2 Interview Procedures 

We used a semi-structured interview guide. The interview 
guide contains open questions. The authors prepare in advance 
the questions. These questions ask about the perception of the 
integration of artificial intelligence in the supply chain. 

For our interviews, we used a guide containing three 
themes; we added the interview guide in the appendix. 

The first theme concerns the digitalization of the supply 
chain processes. In this theme, we asked general ques-
tions about the supply chain processes, the maturity level of 
their digitalization, and the process of decision-making. The 
second concerns the information system and artificial intelli-
gence where the questions were about the information system 
used in the organization and general questions about business 
intelligence. The third concerns the integration of artificial 
intelligence and machine learning in the supply chain. The 
questions concerned the integration of AI and ML, such as 
the perceived benefits, challenges, and disadvantages of inte-
grating AI and the perceived benefits of integrating ML in the 
supply chain. 

This work aims to study the application of advanced tech-
nologies in Moroccan industrial companies. In our case, we 
focused on only one manufacturing company. 

The company studied is a global leader in the automotive 
cables industry based in the Atlantic free zone of Kenitra. In 
this company, the main departments are the human resources
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Table 1 Sample of respondents interviewed 

Type of the 
respondents 

Number of interviews Average duration 

Customer service 
engineer 

3 1 h  

Transport engineer 2 1 h 30  

Table 2 Details about the sample of the engineer 

Engineer Gender Experience in 
the supply 
chain 

Diploma 

ENG1 M 11 years Master’s degree 

ENG2 M 10 years Master’s degree 

ENG3 M 6 years Master’s degree 

ENG4 M 4 years Master’s degree 

ENG5 M 9 years Master’s degree 

department, the logistics department, the quality depart-
ment, the purchasing department, the information technology 
department, the production department, and the maintenance 
department. 

Table 1 present a synthesis of the interview information. 
We conducted a qualitative study to explore the application 

of Industry 4.0 technologies in Moroccan industries by inter-
viewing five actors in the logistics department of the same 
automotive company. We targeted logistics engineers for our 
interviews. Three of these interviewees were customer service 
engineers, and the other two were transport engineers. The 
interviews took place on the company’s site. Each interview 
took approximately an hour and a half as shown in Table 1. 
The interviewees all have a master’s degree, and more than 
4 years of experience in the supply chain as shown in Table 2. 

3.3 Data Analysis 

We transcribed the interviews. The first step is coding each 
interview and theme, by identifying where each of the three 
themes appears in the responses of each interview. Then we 
calculated semantic saturation using Pearson’s correlation 
coefficient in NVIVO. The average value in our corpus is 
81%. The value of this coefficient means that the similitude 
level in our corpus is 81%. 

After that, we calculated the coverage rate of each theme 
used in our interview using NVIVO. The coverage rate refers 
to the extent to which each of the three themes is represented 
in the interview responses of the five individuals. It presents 
how each theme appears in each interview. 

In theme 1, the coverage rate is between 20% for the ENG4 
and 15% for the ENG3, its average is 17.5%. For theme 2, 
its value is between 17% for ENG1 and 10% for ENG3, the 

Table 3 Average coverage rate of each theme 

Theme Average coverage rate (%) 

Theme 1 17.5 

Theme 2 13.5 

Theme 3 16 

average value is 13.5%. The coverage rate for theme 3 value 
is between 20 and 12%, the average value is 16%. 

Table 3 presents the average coverage rate for each theme. 

4 Findings and Discussion 

In this section, we present the content analysis of the inter-
views conducted in this study. We report in what follows, the 
results concerning the most important topics in our interviews. 
These results represent the interviewers’ perceptions. We will 
also compare and discuss our findings in this research with 
the existing literature. 

4.1 Perceived Benefits of Artificial 
Intelligence in the Supply Chain 

The emergence of Industry 4.0 encouraged the actors of the 
industries to explore the different technologies that could lead 
to the optimization of the supply chain. Artificial intelligence 
is one of the most known technology. 

The utilization of AI-related technologies has led to 
significant transformations in the operations of industries. 
These changes encompass enhancements in maintenance and 
control, process monitoring, production process optimiza-
tion, service and technique management, and simplification 
of change implementation. Artificial intelligence is used in 
the industry for these advantages: the assistance of moni-
toring systems, and continuous analysis is conducted through 
integrated monitoring, it also aids in identifying problems 
before errors occur, ultimately reducing the cost associated 
with managing them [16]. Artificial intelligence improved 
data collection and inventory processes [17]. In addition, arti-
ficial intelligence contributes to warehouses by improving the 
service quality of the distribution network [17]. Moreover, 
it helps minimize downtime, optimize production processes, 
and boost operational efficiency [14]. 

The interviewees agreed that including artificial intelli-
gence in the supply chain has many benefits. The engineer 
based on past data plans the forecast in the supply chain. 
The engineers analyze this data and anticipate future orders 
from clients. This analysis of the data can be done using 
artificial intelligence. It represents an opportunity for the 
supply chain to more accurate forecasts. Another advantage
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Table 4 Verbatim of interviewees concerning the advantages of using 
artificial intelligence in the supply chain 

Verbatim 

ENG 1 Benefits of integrating artificial intelligence in 
the supply chain include more accurate 
forecasts, reduced costs, and improved 
customer satisfaction through smoother 
operations 

ENG 2 The Optimization of tasks is one of the most 
valuable advantages of integrating artificial 
intelligence in the supply chain, which will 
facilitate tasks. Speed of access to information 

ENG 3 For the integration of artificial intelligence 
advantages, we can talk about saving time and 
also money that is due to an optimization of 
tools 

ENG 4 For the advantages, artificial intelligence 
allows more visibility in the supply chain: 
monitoring products and machines. Establish 
predictive maintenance for machines to avoid 
machines downtime 

ENG 5 Many advantages such as saving time, or 
increasing productivity by avoiding 
production stoppages that are caused by 
machine shutdowns, and avoiding shortages of 
raw materials or finished products 

of using artificial intelligence, it allows more visibility into the 
supply chain, by monitoring the products and machines. The 
monitoring of machines can help establish predictive mainte-
nance to avoid machine downtime. This helps gain time and 
money. Artificial intelligence also serves as a complement to 
performing difficult, repetitive, and time-consuming tasks. 

Table 4 presents the interviewees verbatim. 

4.2 Perceived Barriers and Challenges 
of Artificial Intelligence in the Supply 
Chain 

Integrating artificial intelligence into the supply chain is a big 
decision that an organization can take. It has many advantages 
as we talked about in the previous section, but at the same 
time, it represents a challenge to the organization. To inte-
grate artificial intelligence, the organization needs to prepare 
in advance. 

According to the interviewees’ perception, the main 
barriers to the integration of artificial intelligence are ensuring 
data quality and availability, people management, the integra-
tion of artificial intelligence into the existing systems, and cost 
requirements. 

Many challenges can slow down the integration process, 
and ensuring data quality and availability is a big one. 
Industries must establish a comprehensive data manage-
ment strategy that encompasses data collection, cleansing, 

organization, storage, governance, and security [16]. More-
over, they should prioritize ensuring data interoperability and 
accessibility across various systems and platforms. 

Another challenge is the people management. Control and 
monitoring involve a collaborative approach, necessitating 
human expertise to manage effectively artificial intelligence 
solutions. The human factor represents a big challenge. It is 
necessary to maintain the interaction between people with 
artificial intelligence tools. 

In addition, the integration of AI into the existing 
systems needs to be seamless into the existing workflows 
and processes of the industries. Businesses should priori-
tize upgrading their IT infrastructure and equipment to inte-
grate effective artificial intelligence solutions. By ensuring 
smooth integration, organizations can enhance efficiency, 
productivity, and overall performance. It is important to care-
fully plan and implement the integration process to ensure a 
successful outcome. 

Generally, managers avoid investing in artificial intelli-
gence systems because of the cost requirements. There is the 
initial cost that represents the purchase of the technology, 
then the cost to maintain it. The potential benefits and return 
on investment are uncertain at this time, and the duration for 
realizing any payoff remains unknown [2]. 

In addition, there is a lack of experts and knowledgeable 
employees in this area to initiate a new system or revamp 
the current system for optimal results [2]. Changes in the 
workplace, such as digital transformation, notably in Industry 
4.0, necessitate unique skills that are not always taught in 
educational institutions or cultivated in the labor market [9]. 

Our research revealed that among the challenges found in 
the literature, the interviewees perceive the lack of training 
of staff in AI skills as also a challenge. Artificial intelligence 
technologies are new, and working with them requires new 
training for professionals. 

Table 5 presents the interviewees verbatim.

4.3 Perceived Disadvantages of Artificial 
Intelligence in the Supply Chain 

After citing the perceived advantages of integrating artificial 
intelligence according to the interviewees and literature, we 
present the perceived drawbacks. 

The recurring disadvantage of integrating artificial intelli-
gence according to our interviewees is the lack of security and 
the risk of data leakage. As things become more advanced, 
the risk of security issues also rises, so it is crucial to safe-
guard data and smart systems from cyber-attacks [18]. The 
increasing use of artificial intelligence technologies brings 
up important issues regarding trust, risk, and security. Trust 
in artificial intelligence pertains to the confidence users and 
stakeholders have in the reliability, integrity, and ethical use of
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Table 5 Verbatim of interviewees about the challenges of using artifi-
cial intelligence in the supply chain 

Verbatim 

ENG 1 Challenges include data quality, supply chain 
complexity, organizational changes, and initial 
costs 

ENG 2 The human factor will create problems in 
integrating this technology. The initial costs 
are for sure the biggest challenge 

ENG 3 The difficulties would be concerning 
reliability, and whether this tool is capable of 
satisfying the needs of the organization. 
Without forgetting the lack of employee 
training for this tool, which is considered a 
blocking point. As well as the integration of 
this technology in the existing systems 

ENG 4 Concerning the difficulties, we could cite the 
lack of training of the staff, given that they 
will have to work with tools that they have 
never used, without forgetting the initial costs 
following the integration of AI into the new 
system established 

ENG 5 I think that the lack of staff training would be 
the first difficulty to face. As well as the costs 
generated following the purchase and 
integration of these tools

artificial intelligence systems [19]. Every component in cyber-
physical system-enabled smart manufacturing is linked to its 
operating systems or applications without sufficient security 
protection [20]. 

There is also the need for specialized training for 
employees and job displacement. To work with artificial intel-
ligence tools, employees need training to have special skills 
that are needed in this case. Also, integrating artificial intel-
ligence into the industry would reduce the need for human 
participation and interactions within the system [2]. 

Table 6 presents the verbatim of interviewees concerning 
the perceived disadvantages of artificial intelligence in the 
supply chain. 

4.4 Perceived Contribution of Artificial 
Intelligence in the Supply Chain 
of the Organization 

According to the interviewees, AI has many benefits such as 
avoiding stock shortages by predicting demand and shortages 
in finished products, optimizing delivery routes, managing 
stock more efficiently, and preventing breakdowns with 
predictive maintenance. They also ensured that AI could help 
gain time and money by giving examples. 

According to the interviewees, artificial intelligence can 
also contribute to their organization by avoiding stock-
outs and breakdowns, increasing efficiency, saving time and 

Table 6 Verbatim of interviewees concerning the disadvantages of 
using AI in the supply chain 

Verbatim 

ENG 1 For the drawbacks, we can talk about the need 
for specialized training for the employees to 
work with AI systems 

ENG 2 Job displacement is one of the significant 
drawbacks of integrating artificial intelligence 

ENG 3 For the disadvantages, we could talk about 
problems of lack of security and data leakage. 
For example, in the event of a hack, hackers 
can collect important data for the company 
and can even delete it 

ENG 4 The disadvantages of integrating artificial 
intelligence: the risk of data leakage specific 
to the organization, and security attacks 

ENG 5 The disadvantages of integrating artificial 
intelligence are the unreliability and insecurity 
of data 

money, and improve supply chain performance. The intervie-
wees gave many examples of the perceived contribution of AI 
in the supply chain. They presented many problems that they 
deal with in their organization and that AI could solve in their 
opinion. 

In this section, interviewees give examples of the perceived 
contribution of artificial intelligence in their organization. 

Table 7 presents the examples proposed by the participants.

4.5 Perceived Contribution of Machine 
Learning in the Supply Chain 
of the Organization 

Machine learning is a branch of artificial intelligence. It is 
giving computers the ability to learn without being explic-
itly programmed. Over the past decade, the field of machine 
learning has witnessed remarkable advancements that have 
revolutionized the accuracy and capabilities of predictive 
models [6]. These developments have not only enhanced the 
efficiency of algorithms but have also expanded the scope of 
applications across various industries. As a result, the accu-
racy and reliability of predictive models have significantly 
improved, enabling more precise and insightful predictions 
to be made. 

All interviewees agreed that integration of machine 
learning in the supply chain would be beneficial. It has 
many advantages for the supply chain such as demand 
forecasting, optimizing routes, planning resources, machine 
failure prediction, and decision-making. 

For demand forecasting, machine learning algorithms 
analyze large datasets based on the demand in the past years, 
to predict future demands and it could also detect seasonal 
orders. It helps organizations prepare the master production
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Table 7 Verbatim of 
interviewees concerning the 
contribution of artificial 
intelligence in the supply chain of 
their organization 

Verbatim 

ENG 1 Artificial Intelligence optimizes the supply chain by: 

• Predicting demand to avoid stock-outs 
• Optimizing delivery routes in real-time 
• Managing stock levels more efficiently 
• Preventing breakdowns with predictive maintenance 

ENG 2 As already mentioned, AI would be very beneficial for the supply chain 
As an example: in our organization for the detection of copper coils in stock 
entry 
Optimization of space given that at the level of our organization, given that 
there is a problem of over-stocking when our customers’ production is 
stopped and our production is still running. 

ENG 3 AI can be used to optimize the use of stackers, i.e. it will improve the 
performance of stackers during order preparation, which means that we could 
increase the number of orders prepared during a shift, so it saves time. This 
can also reduce the order preparation workforce, in which case it will save 
money 

ENG 4 The use of artificial intelligence will be very beneficial for the supply chain 
Whether for the prediction of orders, for planning the production plan for 
each week based on customer orders and backorders from the week before, or 
for the allocation of manufacturing orders for each production line 
This can lead to greater efficiency, reduced costs, and overall improvement in 
supply chain performance 

ENG 5 Artificial intelligence can help predict shortages in finished products given 
that copper coils are not always delivered following FIFO (First In First Out). 
A second example is to have alerts for obsolete coils, given that a coil has a 
lifespan of 6 months so have an alert when this duration approaches. For the 
production planning process: automate the processing of forecasts (according 
to the season and the history of previous years). Another example is to have a 
Truck and trailer supervision system: route and location verification, identify 
the shortest and least expensive path

schedule. This planning is used to specify what is going to 
be produced, when, and the quantity produced. By having 
advanced knowledge of the quantities they need to produce, 
businesses can reduce overproduction [21]. Also, machine 
learning techniques have superior accuracy and robustness 
in automotive demand forecasting compared to traditional 
mathematical models [6]. 

For the realm of machine failure prediction, machine 
learning models can be used for the prediction and prevention 
of potential downtime by identifying anomalies that occurred 
in the past that may indicate a problem in the machines. 
This approach minimizes production shutdown. Leveraging 
machine learning techniques enhances maintenance planning 
by providing insights into the timing of potential breakdowns, 
thereby minimizing downtime risks. It enables more precise 
scheduling of maintenance activities and allows for proactive 
anticipation of failures. This, in turn, facilitates targeted repair 
interventions, resulting in faster and more efficient execution 
of maintenance tasks [22]. 

In terms of optimizing routes, machine learning can give 
the shortest path to follow to the truck drivers to deliver 
the finished goods at the least cost. Furthermore, machine 
learning can help make decisions that are more informed by 
analyzing complex datasets to assess potential risks. 

Table 8 presents the verbatim of the interviewees 
concerning the contribution of machine learning in the supply 
chain.

5 Proposed Conceptual Model 
of Artificial Intelligence in the Supply 
Chain 

In this section, we summarize our findings and we present 
our proposed conceptual model based on the interviewees’ 
perception. This conceptual model explains the motivation 
for integrating artificial intelligence into the supply chain. 

Our proposed conceptual model explores the multifaceted 
motivations behind the integration of artificial intelligence 
in the supply chain. At its core, the model posits that orga-
nizations are driven to integrate artificial intelligence tech-
nologies in the supply chain by a combination of factors, 
including the pursuit of increased efficiency, cost reduction, 
improved customer satisfaction, more visibility, and enhanced 
decision-making processes. 

According to our participants, several factors motivate 
the decision-makers to integrate artificial intelligence tools 
into their organizations’ supply chain. Improving efficiency
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Table 8 Verbatim of the perceived contribution of machine learning in 
the supply chain 

Verbatim 

ENG 1 Machine learning is widely used to predict 
demand, optimize routes, and plan resources 
in the supply chain 

ENG 2 In my opinion, ML has a very important role 
in optimizing the supply chain. For example: 
For order preparation: Having the shortest 
path using Machine learning for stackers for 
order preparation 
For production planning: use of machine 
learning to create the Master Production Plan 

ENG 3 Machine learning is the ability of the machine 
to make decisions based on several data. 
Machine learning can help us anticipate 
orders. It can detect seasonal orders, so when 
these orders approach we can schedule to 
produce before these dates 

ENG 4 Machine learning is a tool that is used for 
everything related to prediction, whether it is 
order prediction or machine failure prediction 

ENG 5 Machine learning is widely used to predict 
demand, optimize routes, and plan resources 
in the supply chain

is an essential factor. Artificial intelligence can streamline 
processes and optimize operations across the supply chain, 
resulting in greater efficiency. Machine learning algorithms 
can evaluate large amounts of data to detect patterns, esti-
mate demand, optimize inventory levels, and reduce waste. “... 
saving time, or increasing productivity by avoiding produc-
tion stoppages that are caused by machine shutdowns, and 
avoiding shortages of raw materials or finished products” 
ENG5. 

As a second factor, we can cite improving customer 
satisfaction. Artificial intelligence-powered supply chain 
systems can enhance customer experience by assuring on-
time delivery, reducing stock-outs, and offering personal-
ized product suggestions. Organizations may improve the 
overall customer experience and increase customer loyalty 
by better knowing their preferences and behavior. “Benefits 
of integrating artificial intelligence in the supply chain 
include more accurate forecasts, reduced costs, and improved 
customer satisfaction through smoother operations” ENG1 
AND “Artificial Intelligence optimizes the supply chain 
by:—Predicting demand to avoid stock-outs.—Optimizing 
delivery routes in real-time.—Managing stock levels more 
efficiently.—Preventing breakdowns with predictive mainte-
nance.” ENG1. 

Integrating artificial intelligence into the supply chain 
allows more visibility. Artificial intelligence helps in 
providing real-time visibility into inventory levels, demand 
fluctuations, and market trends. This enables organizations 
to quickly adjust their strategies and respond to changing 
customer needs and market conditions. “For the advantages, 
artificial intelligence allows more visibility in the supply 
chain: monitoring products and machines” ENG4. 

In addition, artificial intelligence enhances the decision-
making process. AI-powered analytics provide valuable 
insights that enable better decision-making at every stage 
of the supply chain. Organizations can make more informed 
decisions about inventory management, production planning, 
transportation routes, and supplier selection, by leveraging 
real-time data and predictive analytics. “... Machine Learning 
can help us anticipate orders; it can detect seasonal orders, 
so when these orders approach we can schedule to produce 
before these dates” ENG3. 

In addition, artificial intelligence has a huge impact on 
reducing costs. By automating repetitive tasks and reducing 
errors, organizations lower labor costs and improve overall 
profitability. Artificial intelligence helps reduce costs by 
improving resource allocation, lowering inventory carrying 
costs, and identifying cost-cutting options. “The use of artifi-
cial intelligence will be very beneficial for the supply chain. 
Whether for the prediction of orders, for planning the produc-
tion plan for each week based on customer orders and back-
orders from the week before, or for the allocation of manu-
facturing orders for each production line. This can lead to 
greater efficiency, reduced costs, and overall improvement in 
supply chain performance” ENG4. 

Technological capabilities, organizational culture, market 
dynamics, and regulatory requirements, these internal and 
external factors influence these motivations. 

We hypothesize that the integration of artificial intelligence 
technologies leads to improvements in supply chain perfor-
mance, including enhanced decision-making, streamlined 
processes, and better alignment with customer needs. 

By elucidating the motivations and implications of artifi-
cial intelligence integration in the supply chain, our proposed 
conceptual model provides a comprehensive framework for 
understanding and analyzing this critical phenomenon. 

In our proposed conceptual model, we proposed five 
factors that motivate artificial intelligence integration in 
the supply chain: improving efficiency, improving customer 
satisfaction, allowing more visibility to the supply chain, 
enhancing decision-making, and reducing cost. 

In Fig. 2, we present the proposed conceptual model. In 
Fig. 3, we present the proposed conceptual model.
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Fig. 3 Proposed conceptual 
model 

6 Conclusion 

In summary, this study offers valuable insights into the 
perspectives of actors in the supply chain regarding the 
integration of artificial intelligence in the supply chain. 
The interviewees believe that integrating artificial intelli-
gence could offer tremendous benefits to the supply chain. 
The perceived benefits encompassed the ability to optimize 
the supply chain, reduce time and cost, improve customer 
satisfaction, more accurate forecasts, allow more visibility 
into the supply chain, and avoid machine downtime. Arti-
ficial intelligence has many benefits for the supply chain, 
but many organizations are still afraid. The challenges are 
ensuring data quality and availability, people management, 
the integration of AI into the existing systems, cost require-
ments, and the lack of training of staff in these new tech-
nologies. The study has also shed light on the intervie-
wees’ perception of the disadvantages of the integration 
of artificial intelligence. The disadvantages encompass job 
displacement, the need for special skills, the lack of secu-
rity, and the risk of leakage. Concerning the contribution, 
the actors of the supply chain believe that artificial intelli-
gence can contribute to their organization by avoiding stock-
outs and breakdowns, increasing efficiency, saving time and 
money, improving supply chain performance. According to 
the interviewees, the contribution of integrating machine 
learning helps in demand forecasting, optimizing routes, 

planning resources, and machine failure prediction. The use 
of machine learning could improve the decision-making 
process. 

The findings of this study indicate that the majority of 
the participants held a positive perception regarding the inte-
gration of artificial intelligence tools in the supply chain. 
However, it is essential to pay attention to the drawbacks. 
In addition, many challenges may appear in the integration 
phase. However, the contribution of artificial intelligence and 
machine learning to the supply chain is huge compared to the 
drawbacks and barriers. 

We conducted a qualitative study in the automotive sector 
in Morocco; the main goal was to have insights into inte-
grating artificial intelligence into the supply chain. In this 
work, we collected information and based on that informa-
tion we presented the proposed conceptual model and our 
hypotheses. 

We presented our proposed conceptual model. The concep-
tual model serves as a framework for understanding and 
analyzing the motivations and implications of AI integra-
tion in the supply chain. It provides a structured approach 
to exploring this complex phenomenon, helping stakeholders 
gain insights into why organizations may choose to adopt arti-
ficial intelligence technologies and how they influence supply 
chain performance. 

Our hypothesis proposes that the motives for AI adoption 
result in actual benefits for supply chain operations. Future
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work consists of conducting a quantitative study within the 
supply chain of the automotive organization to validate our 
hypothesis. 

Appendix 

Interview Guide: 

Name: 

Organization: 

Department: 

Job: 

Gender: 

Experience in the supply chain (number of years): 

Theme 1: The Digitalization of the Supply Chain Processes 

1. How do you define the supply chain? 
2. Can you describe the supply chain in your organization? 
3. What do you think of the processes of the supply chain in 

your organization? Do they have to be improved? 
4. What do you think of the digitalization of the supply chain 

processes? 
5. Can you tell us about your organization’s experience with 

the digitalization of supply chain processes? 
6. What do you think of the level of maturity of this 

digitalization? 
7. In your opinion, what would be the role of digitalization 

in decision-making in the supply chain? 
8. What would be, in your opinion, the recommendation to 

improve the decision-making process in the supply chain? 

Theme 2: The Information System and Artificial Intelli-
gence 

1. Do you have only one global information system or an 
information system for each department? 

2. What do you think of the information system in your 
organization? 

3. What do you think of artificial intelligence in the supply 
chain? 

4. What do you think of business intelligence for the supply 
chain? 

5. Do you use business intelligence for the decision-making 
process in your organization? Can you tell us about your 
feedback? 

Theme 3: The Integration of Artificial Intelligence and 
Machine Learning in the Supply Chain 

1. What do you think of the use of artificial intelligence in 
the supply chain? Can you give us some examples? In your 
opinion, what would be the contribution? 

2. What would be the challenges, in your opinion, in the 
integration of artificial intelligence in the supply chain? 

3. What would be the advantages of the integration of 
artificial intelligence in the supply chain? 

4. What can you tell us about the disadvantages of the 
integration of artificial intelligence in the supply chain? 

5. If you have any experience or feedback, can you share it 
with us? 

6. What do you think of the application of machine learning 
tools in the supply chain? Can you share with us your 
feedbacks? 
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Contribution of a Web-Based GIS 
to Groundwater Resource Management: The 
Sminja–Oued Rmel Aquifer System 
in the Zaghouan Region,Tunisia 
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Abstract 

This work consists of the development of a geoportal and 
a dashboard bringing together quantitative and qualita-
tive indicators on water resources and also hydrological 
and hydrogeological indicators characterizing the Aquifer 
System of Sminja–Oued Rmel in the sector of study of 
Zaghouan. The information aggregated to build these dash-
boards comes from official sources. The objective of this 
work is to design a simple system based on free and open-
source tools and web mapping which represents a deci-
sion support tool to meet the needs of users (experts, 
researchers, and large public) in monitoring the quality 
and quantity of water resources in the governorate of 
Zaghouan. The design of a web GIS must face multiple 
obstacles, mainly the complexity of the configurations and 
the high cost of the cartographic servers. After having 
collected and modulated our database through DBMS 
(postgreSQL, Postgis). We also used GeoServer, as carto-
graphic server, the HTML, CSS, JavaScript/php program-
ming language for the dynamic display of web pages and 
maps, and Apache as web server. It should be noted that 
all these tools are free and downloadable on the internet. 
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This prototype is mainly used to illustrate both the issue 
of accessibility and reuse of public data in Zaghouan but 
also to demonstrate the contribution of GIS tools, Open 
Source. 
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1 Introduction 

In the current global context, due to increasing rapid urban-
ization and climate change, water resources management has 
become a primary concern. Tunisia, like many other coun-
tries in North Africa, is faced with these problems. The 
country faces specific geoclimatic challenges, particularly 
erratic rainfall in arid to semi-arid regions [1]. These condi-
tions induce significant water stress, recalling the crucial need 
for integrated and informed management of water resources. 
The continued exploitation of water resources increases with 
demographic growth and rapid urbanization (domestic and 
industrial) [2]. In addition, irrigated agriculture also consumes 
a significant part of water, this has an impact on its quality 
and quantity [3]. In addition, pollution of groundwater and 
surface water further aggravates the situation. Water avail-
ability is also affected by changes in precipitation, making 
the situation critical [4]. The amount of fresh water per capita 
in Tunisia fell from 3650 m3 per year in 2002 to just 2670 m3 
per year in 2017. 

Tunisia is thus experiencing a state of imbalance between 
the need for water and production and to remedy this state, 
thus water resources are both rare and unevenly distributed in 
time and space. 

It adopted a strategy for the development of water resources 
including one of its important axes is the preservation of
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Fig. 1 Zaghouan study area. Source open streetMap 

groundwater through rational exploitation. However, the 
success of such a strategy requires a good understanding of 
deep structuring and its effect on the characteristics of aquifers 
aimed at ensure sustainable and efficient management of 
water resources [5]. 

In this context, this work concerns the Sminja–Oued Rmel 
Aquifer systems, which is located in the Zaghouan Region 
(Fig. 1); climate is arid to semi-arid [4]. The water resources 
of the Aquifer system of the Sminja aquifer and the Oued 
Rmel aquifer are under the influence of overexploitation [6] 
and the effect of intense agricultural activity, which can be 
the cause of the deterioration of water quality [7]. 

Currently, the use of new technologies such as the 
geographic information system and web mapping which 
provide effective and more advanced tools to facilitate the 
management of water resources [8–10], to better evaluate and 
understanding the hydrological and hydrogeological behavior 
of the Aquifer system which is becoming a primordial neces-
sity [11], and improving access to water data, which is essen-
tial for an effective management of water resources [12] in  
the Zaghouan region. 

GIS-Web platforms have been used by many countries 
for water resources management. For example, in the United 
States, the Groundwater Information System (GWSI) is an 

online GIS platform that allows easy access to groundwater 
data [13]. The National Water Portal (NWP) in Australia 
provides real-time information on water quality, availability, 
and drought forecasts [14]. In India, the Water Resources 
Information System (WRIS) is a GIS-Web platform that offers 
data on water availability across the country [7]. These exam-
ples show the importance of platforms GIS-Web in global 
water resources management. Additionally, these technolo-
gies are used in other fields, such as forest management 
[15], coastal zone management [16], and disaster manage-
ment natural [17]. They make it possible to collect data on 
the spatial distribution of natural resources, analyze trends 
and changes, and facilitate decisions for more efficient and 
sustainable management of resources [18]. In this context, 
emerging technologies play a vital role in improving the 
ability to anticipate outcomes. A recent study [19] demon-
strates how integrating GIS with machine learning algo-
rithms, such as support vector machines (SVM) and neural 
networks, can significantly improve early flood detection in 
Tunisia. This method achieves an accuracy rate of approx-
imately 93.1 percent by analyzing aerial images of risk 
areas. In conclusion, the management of water resources in 
Tunisia constitutes a significant challenge which requires an 
approach to the integration of technological tools such as 
GIS and web mapping. To ensure sustainable management
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Fig. 2 Geological map of the 
study area (extract from the 
geological map of Tunisia, scale 
1/200000, National Office of 
Mines Tunisia, Personal 
Development) 

of water resources and preserve this essential resource for 
future generations, the Tunisian authorities must continue 
their efforts. 

2 Materials and Methods 

2.1 Study Area 

Zaghouan region is located in the northeastern part of the 
country and covers an area of 2820 km2, or 1.7% of the  
country’s surface area. This region is located between Alti-
tude 36°24’North and Longitude 10° 09 East. It opens onto 
the governorates of Ben Arous and Manouba in the north, the 
governorates of Béja and Siliana to the west, the governorates 
of Nabeul and Sousse to the east, and the governorate of 
Kairouan to the south, characterized by Mediterranean conti-
nental climate. The Mograne rainfall station made it possible 
to monitor annual precipitation for a period from 2000 to 
2018. They show great variability. Indeed, the rainfall was 
only 220 mm in 2008, while it reached 823.3 mm in 2011 
[17]. 

Based on data acquired at the Mograne station for the 
period extending from 1991 to 2020, the region is experi-
encing significant seasonal variations in average temperature 
are of the order of 25 °C in summer (from June to September) 
and between 10 °C and 16 °C for winter (December, January, 
and February) [17, 18]. 

In the study area, the aquifer systems extend from the 
Pliocene to the Quaternary (Fig. 2), including the aquifers 
of Oued Rmel and Sminja, characterized by significant 
hydraulic exchanges and varied geological formations [19]. 
The Oued Rmel aquifer is located within a graben struc-
ture and is distinguished by extensive outcrops of Quater-
nary, Pliocene, and Miocene formations. In contrast, the 
Sminja aquifer system is situated in a tectonic basin adja-
cent to the anticlinal dome of Djebel Ouest. The underlying 
bedrock of this aquifer system is thought to consist of upper 
Eocene clays; however, drilling operations have yet to pene-
trate beyond the Plio–Miocene formations (Fig. 3) [19]. The 
aquifers in the study area are multi-layered systems, char-
acterized by significant hydraulic exchanges between the 
different layers [19].

3 Methodology 

The main objective of this work is to establish a client– 
server Geographic Information System (GIS) that incorpo-
rates dynamic mapping to facilitate the management of water 
resources in the study area. This approach aims to address 
specific objectives and provide insights into the challenges 
posed by enhancing access to and visualization of geograph-
ical data. Moreover, it enables more efficient management 
of water resources within the study area. The methodology 
adopted for this purpose is outlined below.
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Fig. 3 Methodological work flowchart developed

3.1 Data Collection 

The materials and data utilized in the web GIS for water 
resource management include spatial data, renderings, agri-
cultural, and geological maps, as well as alphanumeric infor-
mation related to surface and groundwater, topography, and 
land use. 

We also used GeoServer, as a cartographic server, the 
HTML programming language, CSS, JavaScript/php for the 
development and dynamic display of web pages and maps, 
and Apache as web server. 

3.2 Design of Spatial Databases 

By definition, the implementation of a web GIS is a “com-
puter system of hardware, software, and processes designed 
to enable collection, management, manipulation, analysis, 
modeling, and the display of spatially referenced data in order 
to solve complex management problems [20].” 

It therefore relies on a certain number of geographic 
databases, which it allows to integrate, manage, process, 
and represent in the form of maps for a strong correlation 
between the accuracy of geographic data and the success 
of programs water resources management [21]. In order to 
analyze the existing selection and the actors and respond to 
the need, datasets on these main Aquifer systems were tested 
by the IWRM tool to know the capabilities of the software. 
Our goal is to develop a database to store all the information 
regarding our study. To begin, it is essential to go through a 
database modeling step. Its objective is to correctly describe 
the architecture of the database. 

3.3 Database Design 

• Identification of Various Stakeholders 

The main users are Internet users who are among the final 
beneficiaries of this project. This is for the general public, its 
function is limited to consulting data and locating hydrolog-
ical and hydrogeological data for the understanding of water 
resources in this region. 

• Identification of Use Cases 

Use cases make it possible to express the needs of users of a 
system, they are therefore a user-oriented vision of this need 
unlike a computer vision [22], associated by scenarios which 
explain how users interact with the system to accomplish 
particular tasks, such as tracking the qualitative and quan-
titative state of water, in the context of a web GIS for water 
resources management [23] (Tables 1 and 2).

Use Case Descriptions: Scenarios 

4 Results 

4.1 Website Concept and Interface 

The platform developed is mainly focused on the manage-
ment of water resources using the Dynamics Platform. The 
homepage of the IWRM platform is designed to highlight 
user security and ease of use, emphasizing a simple regis-
tration process. Users provide essential details such as a
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Table 1 Various use cases for different system stakeholders 

Actors Use cases 

User
• Manage aquifer systems: 
– View geological and stratigraphic overview 
– View hydrographic network 
– View aquifer 
– View characteristics of water points and their inventories 
– View climate overview of the region 
– View maps and dynamic map 
– Monitor water quality and environmental impact 
– Develop policies and regulations related to water use 
– Research and analyze water resource data

• Note: The user can view and manage various information about aquifer systems, water 
quality, and more 

Administrator
• Manage access rights to information
• Manage user accounts
• User training and awareness on system usage
• Technical maintenance of the system
• Technical support for users
• Analysis of water resources data needs
• Report and analysis development based on data 

Table 2 Description of use cases in the system 

Use case Purpose Actor Precondition Scenario 

View maps View maps User The actor is 
authenticated 1. The system displays the map 

2. The user can freely navigate on the map 

Search Perform search User The actor is 
authenticated 1. The user clicks on the search button 

2. The system displays the search window 
3. The user fills in the data and launches the 

search 
4. Multiple search results are displayed 

Consult Add, modify, 
delete user 

User trator) (Adminis The actor is 
authenticated 1. User adds, modifies, or deletes a user 

View water 
resources history 

View water 
resources history 
for Zaghouan 
region 

User The actor is 
authenticated 1. The user selects the Zaghouan region 

2. The system displays the water resources 
history for the region 

View water points 
characteristics 
and inventories 

View water points 
characteristics 
and inventories 

User The actor is 
authenticated 

1. The system displays the characteristics 
and inventories of water points 

View dynamic 
map 

View dynamic 
map 

User The actor is 
authenticated 1. The system displays the dynamic map 

Water quality 
monitoring 

Monitor water 
quality and 
environmental 
impacts 

User The actor is 
authenticated 

1. The user selects the water quality 
monitoring feature 

2. The system displays water quality and 
environmental data 

Update data Update data in 
the system 

User trator) (Adminis The actor is 
authenticated 1. The user selects the update data feature 

2. The system displays options for updating 
3. User updates data in the system
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Fig. 4 Home page 

Fig. 5 Extract from the source 
code of the main interface of the 
“IWRM” website. Source 
Screenshot derived from my own 
work 

username, email, and a secure password. To personalize their 
experience, additional information such as the user’s role is 
collected. After successful registration, a robust login system, 
including encryption and possibly multi-factor authentica-
tion, ensures secure access. User roles, like that of an expert, 
define specific features, thereby enhancing the overall user 
experience (Fig. 6). 

The platform is structured around seven major compo-
nents, starting with the homepage serving as the entry point. 
It provides an overview of the platform’s diverse function-
alities, preparing users to explore key sections such as “The 
Region,” “Geology,” “Hydrology,” “Hydrogeology,” “Moni-
toring of the Water Table,” and finally, a page dedicated to 
map creation (Figs. 4 and 5).
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Fig. 6 Registration form. Source 
The Integrated Water Resources 
Management (IWRM) website 
derived from my own work 

Fig. 7 Registration form by 
selection. Source The Integrated 
Water Resources Management 
(IWRM) website derived from 
my own work 

Firstly, other users (the general public, researchers, and 
experts) need to register. Afterward, they can log in as 
members. The figures below illustrate the steps to follow 
(Fig. 6). 

• Selection-Based Registration Form 

The selection-based registration form displays informa-
tion according to the user’s choice. This functionality in our 
system enables a visitor to search for information based on 
their specific preferences or criteria (Fig. 7). 

4.2 Development of the Mapping Interface 

Interface is aimed at providing access to all information 
related to the published regional data. This interface allows 
the display of georeferenced objects for selecting entities 
based on combined geographical criteria. With this tool, users 
can navigate within the specified area and query the objects 
that make it up. In accordance with the specifications, it is 
presented as follows (Fig. 8).

The principle of the dynamic map relies on the ability 
to display geographic data interactively and in real-time, 
allowing users to explore, analyze, and understand changing 
spatial phenomena. The central idea is to provide a continually 
evolving visual representation, offering updated information 
on various subjects such as weather, traffic, or other real-time 
data. 

In the context of the Integrated Water Resources Manage-
ment (IWRM) website, the integration of an interactive map 
can be crucial for visualizing and analyzing hydrological 
data in real-time (Fig. 9). This approach would enable users 
to explore the dynamics of water resources, track climate 
changes, and obtain updated information on resource avail-
ability, thereby enhancing decision-making within the frame-
work of integrated water resources management (Figs. 10 and 
11).
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Fig. 8 Development organizational chart for the map interface

Fig. 9 Dynamic map page. Source The Integrated Water Resources Management (IWRM) website derived from my own work
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Fig. 10 The use of layers. Source The Integrated Water Resources Management (IWRM) website 

Fig. 11 Attributes of geovisualization. Source The Integrated Water Resources Management (IWRM) website derived from my own work 

5 Conclusion 

The climatic and geological characteristics of the Zaghouan 
region negatively impact the water balance. This deficiency 
is primarily due to three reasons: the decrease in water 
supply, overexploitation of aquifers, and high water demand, 
especially in the agricultural sector. Consequently, we have 
developed a methodology to establish a dynamic mapping 
dashboard accessible via the internet, addressing the water 
resource needs of Zaghouan. The objective of this work is 

to design a simple system based on free and open-source 
tools. Additionally, the web mapping will serve as a decision 
support tool to meet the needs of users (experts, researchers, 
and the general public) and monitor the quality and quantity 
of Zaghouan’s water resources. 

The application we developed offers several significant 
advantages to users, especially those involved in water 
resource management in Zaghouan. Firstly, it provides an 
interactive and real-time platform for experts, researchers, and 
the general public to visualize and analyze data related to the
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quality and quantity of water resources in the region. This 
facilitates a better understanding of current trends, variations, 
and water needs. 

Regarding the optimization of the infrastructures, several 
technical considerations were taken into account. The 
compatibility of tools was carefully assessed to ensure smooth 
integration between different components of the system. We 
also used GeoServer, as a cartographic server, the HTML 
programming language, CSS, JavaScript/php for the devel-
opment and dynamic display of web pages and maps, and 
Apache as web server. It should be noted that all these tools 
are free and downloadable from the internet. 

The results of this work are an online information 
system with an ergonomic interface, allowing the manage-
ment of information developed by several water resource 
managers. This will consist of analyzing the needs of 
users, providing a solution by offering suitable tools. More 
concretely, we have built a database which contains infor-
mation concerning the quality and quantity of groundwater 
and their exploitation. 
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Addressing the Learning Gap with Adaptive 
Learning 

Soukaina Hakkal and Ayoub Ait Lahcen 

Abstract 

As a consequence of ChatGPT’s emergence, the educa-
tion field faces a major challenge. The need for a flexible 
and adaptive educational system is increasingly pressing. 
While education remains to be a place of innovation and 
progress, artificial intelligence and big data have emerged 
as two pivotal technological advancements. Through the 
application of artificial intelligence and big data analytics, 
which model patterns of our intelligence as humans to 
infer, adjudicate, or predict, Intelligent Tutoring Systems 
can analyze student performance data. This scrutiny 
provides an adaptive learning path for each learner based 
on their individual skills and abilities. This not only 
enhances learner performance and engagement but also 
contributes to bridging the learning gap for students. The 
aim is to guarantee equitable access to all the personalized 
resources for mastering their learning journey. Real-time 
adaptation is facilitated through student modeling where 
inferences are drowned from the learner’s actions during a 
learning process. This paper discusses the concept of adap-
tive learning and its transformative potential in the field of 
education. It also underscores the significance of AI and 
big data in facilitating adaptive learning and addressing the 
achievement gap. 
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1 Introduction 

Adaptive learning, tailored to each individual learner’s 
journey, has revolutionized education by delivering large-
scale learning personalization. This approach enables learners 
to advance at their rate and concentrate on areas where they 
needed the most support. By creating more engaging learning 
experiences through increased interactivity and personalized 
content, learning achievement can be improved. By dynam-
ically adjusting the content, the learning method, and the 
course pacing to suit the unique require of each learner, 
adaptive learning ensures satisfying learning experience. 
Leveraging AI and big data technologies, adaptive learning 
enhances the learning process. 

Moreover, adaptive learning offers remarkable flexibility 
and accessibility for learners. It allows them to access learning 
resources anytime, anywhere, tailored to their schedules and 
learning priorities. Furthermore, adaptive learning can assist 
teachers in optimizing their time by providing crucial insights 
into learner’s needs. This empowers teachers to focus on their 
interventions when they are most needed. 

Additionally, adaptive learning can contribute to a reduc-
tion in learning costs by efficiently using resources and 
decreasing reliance on traditional teaching materials such as 
textbooks and paper-based course materials. 

This enables the provision of a learning experience that is 
not only adapted to the learner’s level but also enriching and 
equitable. 

Each learner possesses a unique set of characteristics, 
including their natural pace and learning abilities. This diver-
sity underscores the limitations of standardized, uniform, 
and uniform learning approaches, which may fail to cater 
to the varied learner’s needs. As a result, the quest for a 
more equitable and effective learning experience has become 
paramount.
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The education field stands as a vast source of data, known 
as the educational data explosion [1]. Academic institutions, 
including universities, colleges, and schools, amass large 
amounts of data on both learners and educators, through 
assessments and performance records. This data presents an 
opportunity for exploration and analysis, facilitated by AI and 
big data technologies. 

The incorporation of big data into the e-learning models 
[2] holds promise for refining pedagogical methods and 
informing strategic educational decisions. This ensures 
learner satisfaction by aligning learning content with their 
skills needs and addressing their challenges [3]. Online 
assessment, an essential element of e-learning, plays a crucial 
role in driving personalized learning paths (PLP) within 
e-learning systems. These PLPs are customized to each 
learner, accommodating their unique learning trajectories and 
requirements [4]. 

The implementation of artificial intelligence and big data in 
education encompasses several key areas, including learning 
analytics (LA), educational data mining (EDM), multimodal 
learning analytics (MMLA), and artificial intelligence in 
education (AIED). 

These domains [5] have been used to explore and construct 
models covering several issues within e-learning systems. 
One such area of focus is user modeling and profiling, which 
both suggest real-time adaptations [6]. 

To avoid all the challenges facing the education sector, such 
as student disengagement and dropout rates, the incorporation 
of big data and artificial intelligence is indispensable. These 
technologies have demonstrated significant results, especially 
in terms of adapting learning content to cater to individual 
learner characteristics and independent learning [7]. 

Adaptive learning, fueled by the fusion of AI and big 
data, has brought about profound transformations in educa-
tion. This review contributes significantly to the current 
research landscape by synthesizing various studies on adap-
tive learning systems, integrating insights from educational 
data mining, learning analytics, and artificial intelligence. It 
addresses existing gaps by providing a comprehensive anal-
ysis of how big data and AI can be combined to enhance 
personalized learning experiences, a perspective often over-
looked in prior research. By highlighting practical strategies 
for implementation and discussing the challenges ahead, this 
review offers valuable insights that can inform both educa-
tors and researchers, ultimately advancing the understanding 
and effectiveness of adaptive learning in educational contexts. 
As far as we know, this study is the first comprehensive 
endeavor to cover the various perspectives, methodologies, 
and applications of adaptive learning. 

This paper focuses on adaptive learning systems, begin-
ning with an overview that highlights their significance and 
evolution in education. It examines the architecture of these 
systems and how big data and AI enhance their effectiveness. 

A review of existing adaptive learning platforms is provided, 
followed by the key features analysis. Finally, the paper 
discusses the challenges faced in implementing adaptive 
learning and outlines future directions for its development. 

2 Overview of Adaptive Learning 
Systems 

2.1 Adaptive Learning in Education 

In the literature, the term “adaptive” typically tends to be 
used to refer to the ability to change when necessary to 
address different situations [8]. Brusilovsky and Maybury 
[9] initially conceptualized the adaptive web as the ability to 
deliver personalized applications and services to individuals 
in the knowledge society [10]. Within the learning context, an 
adaptive learning system (ALS) [11], gathers data on students’ 
interaction with the system, builds a learner model [12], and 
subsequently utilizes it to tailor the presentation of course 
material [10]. 

Adaptive learning, therefore, defined as the process of 
creating a model based on learner’s goals, knowledge, and 
preferences and continuously employing it throughout the 
learner’s experience to deliver personalized feedback or adjust 
content and the interface to suit the learner’s educational 
needs. 

There are two types of adaptive learning technology, 
designed adaptivity and algorithmic adaptivity [13]. Designed 
adaptivity entails computer-based learning that provides 
students with the ability to choose when and how they learn 
content, as well as which learning style is the most comfort-
able for them. On the other hand, algorithmic adaptivity 
involves the automatic recognition of a user’s particular needs 
and behaviors and adapting to them seamlessly. 

Traditional learning [14] involves teachers delivering 
uniform, fixed, and standardized courses, and all learners 
are expected to follow the same trajectory and fixed course 
content. This one-size-fits-all approach is used in traditional 
learning systems. This approach necessitates a considerable 
amount of teacher time to develop and adjust course content 
to suit each student’s learning level. Furthermore, it fails to 
account the human forgetfulness, which some students may 
suffer during homework or assignments, resulting in falling 
behind and potential disengagement. 

In contrast, adaptive learning [15] has emerged as a critical 
educational paradigm in the twenty-first century, employing 
the power of AI and big data to introduce flexibility into educa-
tion through innovative pedagogical methods. It also demon-
strates the ability to expedite learning compared to traditional 
methods (see Fig. 1).

The data collected on each student can offer valuable 
insights into their performance, aiding teachers in determining
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Fig. 1 Main differences between 
traditional and adaptive learnings

how and what to teach. Such methodologies promote student 
productivity and motivation, leading to increased engage-
ment. Consequently, adaptive learning, supplemented with 
personalized teacher assistance, represents an effective way 
of improving the learning experiences for all learners. 

2.2 Types and Development of Adaptive 
Learning Systems 

Adaptive learning systems exist in several types, each 
attracting considerable the attention from researchers. These 
types, as identified in the literature, include macro-adaptive 
system, Adaptive Educational Hypermedia System, micro-
adaptive system, Intelligent Tutoring System, aptitude-
treatment interaction system, and adaptive learning platform 
[16] (see Fig. 2).

The macro-adaptive system is based on a macro-adaptive 
approach dating back to the 1900s, accommodating adapta-
tion based on general objectives, general abilities, and student 
levels [17]. Learners are grouped according to their aptitude 
test scores to receive personalized learning treatment tailored 
to their learning pace [18]. 

The aptitude-treatment interaction system, as defined by 
Cronbach, focuses on individual characteristics (aptitude) that 
influence a learner’s likelihood of success with a particular 
treatment. The “treatment” here refers to variation in the 
pacing or style of instruction [19]. Interaction systems for apti-
tude processing are designed to identify learners’ aptitudes 
and adjust the learning process accordingly [18]. 

The micro-adaptive system is based on a micro-adaptive 
instructional approach [20], this system choose the most suit-
able learning material following the learner’s dynamic quan-
titative abilities, prior knowledge, and motivation. It relies on 
measuring performance during the task [18]. 

Intelligent Tutoring System represents a hybrid system 
combining micro-adaptive and aptitude-treatment interac-
tions developed by artificial intelligence [21]. Intelligent 
Tutoring System monitors learners’ psychological (learner 
modeling) to respond adaptively respond to these states in 
a flexible manner [20]. Intelligent Tutoring Systems are 
usually used to provide personalized instruction in specific 
domains such as mathematics or engineering, leveraging 
data mining or cognitive modeling techniques. 

Adaptive Educational Hypermedia System (AEHS) 
results from the fusion of adaptive pedagogical systems and 
hypermedia systems [22], using artificial intelligence and 
integrated user models to cater to learner’s state of knowl-
edge [18, 21]. AEHS systems offer customized educational 
experiences by characterizing each learner’s needs, thereby 
enhancing user satisfaction and minimizing time and costs 
[23]. 

Adaptive learning platform (ALP) utilizes an artificial 
intelligent algorithm to offer customized learning experi-
ences by tracking learning achievement and adapting content 
to individual learner needs and levels. Suitable for various 
educational backgrounds, from elementary to higher educa-
tion, ALP platforms offer tailored learning experiences 
across diverse subjects and domains.
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Fig. 2 Adaptive learning systems evolution

2.3 Architecture of Adaptive Learning 
System 

The adaptive learning system architecture comprises six inter-
connected components, which are fundamental to its function-
ality. These components include the domain model, pedagog-
ical model, adaptive engine, analytic engine, learner model, 
and learner interface (see Fig. 3). The domain model designs 
the skills and competencies that the system aims to impart 
to the learner [24]. It includes concepts, relevant proper-
ties, requirements, and objectives within a particular domain, 
serving as a cornerstone for storing and structuring learning 
content. This model guides the selection and provision of 
appropriate content to the learner [25]. The learner model 
reflects of the progressive state of the learner’s knowledge 
and abilities. It stores pertinent information concerning each 
learner, such as their learning style, preferences, and disabil-
ities facilitating personalized learning experiences [26].

The pedagogical model embodies a comprehensive 
framework of educational principles and methodologies. 
Within an adaptive learning system, the pedagogical model 
includes information about the learner’s performance and 
progress to provide it to the adaptive engine for person-
alization [27]. The adaptive engine combines data from 
the pedagogical model, learner model, and domain model 
from which personalized learning recommendations are 
generated, including tailored activities and resources [28]. 
The analytic engine is the component responsible for 
collecting and analyzing pertaining data to learner perfor-
mance, engagement behavior, and other relevant parameters. 
This data is used to provide continuous feedback, thereby 
enhancing the system’s ability to personalize learning for 
each individual learner. Finally, learner interface serves as 
the primary point of interaction between the system and 
learners. It can involve features such as personalized dash-
boards, tutorials, quizzes, exercises, progress tracking, and 
feedback mechanisms [28]. 

2.4 Implementation of Big Data 
in Adaptive Learning 

According Russom definition, “big data analytics is the appli-
cation of the advanced techniques used on big data” [29]. On 
the other hand, Brynjolfsson and McAfee declared that “tech-
nology such as the analysis of big data, high-speed commu-
nications and rapid prototyping have augmented the value 
of abstract and data-driven reasoning, thereby increasing 
the value of individuals with the right skills in creativity, 
engineering, or design” [30]. 

In the realm of educational, big data analytics is used 
to personalize learning experiences for individual students. 
This is achieved by understanding the educational journey 
of learners and synthesizing learning patterns to develop 
customized learning programs based on their knowledge 
needs and existing skills [31]. Therefor big data in education 
serves as a catalyst for effective understanding and enhanced 
student performance. 

Learning analytics (LA) defined as the analysis and visu-
alization of learner data, employing big data techniques to 
improve learning. It is an approach that enables teachers to 
gain insights into education by leveraging increased amounts 
of learner data and employing management approaches 
focused on quantitative measures [32]. 

The use of big data analytics in adaptive learning is exem-
plified by the work of [33], where they proposed an adap-
tive learning service recommendation algorithm which based 
on big data, boasting higher coverage, accuracy, strong relia-
bility, and recall rate. Meanwhile [34] focused on the social 
context, particularly the interaction between learning objects 
and learners to enhance personalized and effective e-learning.
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Fig. 3 Simplified adaptive 
learning system architecture

Research findings indicate that the system can achieve admis-
sible classification accuracy and recommend a customized 
learning path for learners. 

Additionally, [35] introduced lightweight domain 
modeling for adaptive web-based educational systems, 
demonstrating its effectiveness in recommendation and its 
represents pivotal role in fostering interaction and collab-
oration, thus contributing to the development of adaptive 
systems. 

2.5 Implementation of AI in Adaptive 
Learning 

Educational Data Mining (EDM) 

According to [36], the primary goal of AI is to create an 
intelligent machine, while a secondary goal is to explore the 
nature of intelligence. AI is defined as the science that focused 
on enabling programs to enhance themselves autonomously 
based on their experiences. 

Educational data mining (EDM) is an approach that inte-
grates machine learning, statistics, psychometrics, and data 
mining techniques. It serves as a field of research aimed at 
gaining deeper insights into the learning process by decon-
structing it into smaller components for analysis, thereby 
facilitating adaptation to individual learner needs [37]. 

Baker identified several key categories within EDM, 
including prediction, relationship exploration, model-based 

discovery, and data distillation for human judgment (Table 1). 
These types are instrumental in predicting students’ future 
learning behavior, improving domain models, investigating 
pedagogical support methods, and advancing scientific 
research on learning and learners [37].

AI in Education (AIED) 

The growing of interest in AI and its increasing integration 
into education has led the development of the “AI in Educa-
tion” (AIED) research domain in recent years [38]. AIED 
focuses on implementing AI in the education field, charac-
terized by three main paradigms, as outlined by [39] (see  
Fig. 4).

The first paradigm involves utilizing AIED to construct 
knowledge models and facilitate cognitive learning, with 
learners benefiting from tailored educational services. In 
addition, the second approach, AIED is utilized to build 
knowledge models students during their interaction with AI 
tools. 

Finally, the third paradigm aims to enhance learning expe-
riences as students actively participate in the learning process. 
In short, the three paradigms are designed to empower learners 
to become recipients, collaborators, and leaders in their 
educational journey. 

Overall, the trajectory of AIED development is geared 
toward learner empowerment and personalization of the 
learning process. This enables learners to reflect on their 
educational journey and provide feedback to AI systems to
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Fig. 4 Hierarchical tree of AI 
technique used in education

adaptive adjustments. The results are an iterative process that 
fosters personalized, learner-centered, data-driven learning 
[40]. 

In various research fields, several AI family techniques are 
employed, typically grouped into three categories, predictive, 
descriptive, and prescriptive. Within the context of educa-
tion, predictive analytic emerges as the most leveraging 
statistical modeling and forward-looking insights to enhance 
learner performance and tackle achievement disparities. This 
approach leads the way for adaptive learning, exemplified 
in models like Bayesian networks, naive Bayes, fuzzy logic, 
Bayesian knowledge tracing (BKT), and neural networks 
[41]. 

Multimodal Learning Analytics (MMLA) 

As an emergent field within learning analytics, multimodal 
learning analytics (MMLA) encompasses a variety of tech-
niques designed to gather, synchronize, and analyze diverse 
sources of high-frequency data within ecologically valid, 
realistic, social, multimedia learning environments [42] (see 
Fig. 5). By combing the different data sources, MMLA 
seeks to offer a comprehensive understanding of learners’ 
behaviors, interaction in addition to learning mechanisms 
at a micro level. MMLA intersects with various disci-
plines including behaviorism, cognitive science, multimodal 
interaction, computer vision, natural language processing. 

A range of analytical techniques are used in multimodal 
learning analysis, including machine learning, natural 

language processing [43], computer vision [44], sentiment 
analysis [45], and data mining [46]. Such techniques 
enable the processing, interpretation, and extraction 
of valuable insights from cross-modal data related to 
learner engagement, cognitive and emotional states, 
collaboration styles, learning strategies, and performance 
metrics. 

These insights serve to reinforce adaptive learning 
approaches. Through the multimodal data analysis, the adap-
tive systems can refine the learning experience and improve 
the learner engagement by better understanding individual 
needs and preferences. 

Data Used in EDM, LA, AIED, MMLA 

Data plays an increasingly pivotal role in education, 
emerging as a cornerstone for providing pedagogical support 
to students. The data collected from student learning inter-
actions is dynamic, precise, extensive, and personalized [7]. 
This wealth of information sheds light on each student’s 
learning process, enabling a nuanced understanding of 
individual progress and facilitating prompt intervention 
where necessary. Essentially, it allows for the assessment 
of student performance, identification of difficulties, and 
provision of targeted assistance to address any challenges 
they may encounter. Within an adaptive learning framework, 
diverse types of data, both dynamic and static, serve crucial 
roles in domain modeling, user profiling, and adaptation 
and personalization (Table 2).

Fig. 5 Conceptual framework to 
address multimodal learning 
analysis 
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Table 1 EDM methods [46] 

Technical method Description Applications 

Prediction Design a model able 
to predict one aspect 
of  the data (predicted  
variable) in the 
absence of other 
features of the data 
(the input variables) 

Predict student 
achievement and 
identify student 
behavior 

Clustering Identify similarities 
between data points 
based on their  
features 

Group students 
according to their 
learning disabilities 
and interaction 
patterns 

Relationship mining Search for links 
between variables in 
a dataset and encode 
these links in the 
form of rules 

Discover pedagogical 
strategies and the 
relationship between 
student results and 
course structures 

Discovery with 
models 

Analyze a 
phenomenon using an 
already validated 
model 

Incorporate 
psychometric design 
frameworks into 
machine learning 
models to identify 
correlations between 
student attitudes and 
characteristics 

Distillation for 
human judgment 

Process data 
according to a human 
ability to quickly 
determine or 
categorize data 
patterns 

Visualize to analyze 
the various actions 
taken by students and 
their use of 
information

Table 2 Data type by application area 

Application 
examples 

Question Required data type 

Domain modeling What is the right 
level for dividing 
subjects into 
modules? 
How these can be 
sequenced? 

Student answers 
(correct, incorrect), 
time stamps, hints, 
repetition of wrong 
answers, errors 
Relationships within 
problems and 
between skills and 
problems 

User profiling Which groups do 
learners belong to? 

Student answers 
(correct, incorrect), 
time stamps, hints, 
repetition of wrong 
answers, errors 

Adaptation and 
personalization 

What future actions 
are suggested to the 
learner? 
How can we enhance 
the learner 
experience in 
real-time? 

Student’s academic 
achievements record 

This data contains a spectrum of student responses (both 
correct and incorrect), timestamps, hints, repetitions, errors, 
and relationships between skills and items, constituting a 
repository of historical learner’s performance records [6]. 

Static data consists of outcomes from standardized tests 
focusing on particular academic content. Unlike dynamic 
data, no learning takes place during the test, leaving the 
student’s state of knowledge remains unchanged. 

This data form, often referred to as cross-sectional data, 
is typically represented as a binary matrix, commonly known 
to as a response matrix [47]. Well-known examples of static 
datasets include TIMSS [48], comprising more than 23 math-
ematical problems from the 2003 TIMSS assessment (trends 
in international mathematics and science study), and Frac-
tion [49], a collegiate-level test containing more than 10,000 
responses. 

On the other hand, dynamic data is collected in real-time 
as students engage with the learning system. This type of data 
involves the notion of sequence and is referred also as longi-
tudinal data. This data type, often characterized by sequences, 
is instrumental in monitoring knowledge acquisition as part of 
formative assessment [47]. Among the best-known datasets 
in this category include the KDD dataset [50], introduced 
for an ‘educational data mining’ competition, which aims to 
forecast the accuracy of a student’s response in an Intelligent 
Tutoring System (ITS) based on the tutor cognitive framework 
[51]. Additionally, the ASSISTments dataset [52], released by 
Niel Heffernan from the ASSISTments online learning plat-
form focusing on mathematics education, serves as a valuable 
resource in this domain [53]. 

When it comes to multimodal learning analytics (MMLA), 
data collection varies depending on whether the learner is 
engaged in digital or physical activities. In the digital realm, 
data is gathered through clickstream, log data [54], mouse [55] 
and keyboard strokes [56], or via qualitative data, and then it 
is collected from text [57], handwriting [58], and digital foot-
notes [59]. In contrast, when a learners are engaged in physical 
activities, data collection extends to include eye movements 
[60], eye contact [61], audio cues [62], facial expressions [63], 
head movements [64], hand gestures [65], arm movements 
[66], and body posture [67] (Table 3).

3 Review of Existing Adaptive Learning 
Systems 

Table 4 is a comprehensive analysis of 12 existing adap-
tive learning systems, focusing on their key information and 
characteristics. These systems vary in their categorizations, 
courseware features, and levels of adaptivity.

Most of the systems are adaptive learning platform (ALP), 
while others are Adaptive Educational Hypermedia System 
(AEHS) and Intelligent Tutoring System (ITS). The level
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Table 3 Comparative table of 
MMLA data type and their 
applications 

Application examples Description Data type 

Using hand motion to understand 
embodied mathematical learning 
[68] 

Analyzing text handwritten or 
typewritten by apprentices 

Text data 

Think-aloud protocols used in 
cognitive and metacognitive 
activities [69] 

Audio recordings of apprentices Audio data 

Engagement detection using 
video [70] 

Visual recordings detecting facial 
interactions or gestures 

Video data 

Emotion recognition using heart 
rate variability [71] 

Quantifying physiological 
behavior via sensor data 

Sensor data 

Combined visual attention [60] Recording of eye variations across 
learning activities 

Eye-tracking data 

Engagement detection using 
clickstream [54] 

Analyzing learner interaction with 
learning environment 

Interaction data 

Predicting learning performance 
using step count [72] 

Analyzing body movement Gesture data 

Analysis of co-located 
collaborative learning groups [61] 

Analyzing information 
concerning inter-learner 
connections 

Social network data 

Detecting cognitive load using 
EEG [73] 

Analyzing cognitive state using 
electroencephalogram (EEG) 
recordings of brain activity 

Brainwave data 

Emotion recognition using blood 
volume pulse (BVP) [74] 

Detection of stress or excitement 
levels during the learning process 

Physiological response data

of adaptivity can vary from system to other, depending on 
whether it has a high level of adaptivity or a low one. While 
most of the system offer English course content, several others 
do so in other languages. It is also noticed that the majority 
are hosted in the USA, with some others hosted in Canada or 
Australia such as Smart Sparrow or Classcraft. The table is 
designed to be a useful overview of some existing adaptive 
learning systems. This overview could be used by learners and 
teachers to determine which system would be most beneficial 
to them. 

A notable concentration of these platforms is found in 
the USA, with some originating from Australia, Canada, 
and Ireland, indicating the US’s leadership in educational 
technology. While most systems primarily offer content in 
English, the inclusion of multilingual support reflects a 
growing recognition of the need for accessibility in diverse 
educational contexts. Most platforms operate on a freemium 
model, enhancing accessibility for various users, though 
further expansion of free offerings could benefit wider adop-
tion. The courseware features target various educational 
levels, from K-12 to higher education, with some systems 
specializing in niche areas like language learning and gami-
fied classroom management. 

The varying levels of adaptivity highlight differences in 
how personalized the learning experience can be, with many 
systems providing high adaptivity to tailor learning pathways 
effectively. Furthermore, the integration of Learning Manage-
ment Systems (LMS) across most platforms indicates a trend 

toward creating cohesive educational ecosystems. Overall, 
this analysis underscores the potential for continued growth 
and innovation in adaptive learning technologies, empha-
sizing their capacity to meet diverse learner needs in both 
informal and formal educational environments. 

4 Key Features of Adaptive Learning 
Systems 

Adaptive learning systems have emerged as a pivotal compo-
nent of modern educational technology, facilitating person-
alized learning experiences that address the unique needs of 
each student. By utilizing algorithms and data analytics to 
tailor educational content, pacing, and assessment, enhancing 
engagement and improving outcomes. Our analysis of real 
world examples of adaptive learning systems reveals several 
key features (Table 4). 

The primary characteristic of adaptive learning systems 
is their ability to adjust the experience of learning in 
response to real-time assessments of student preferences and 
performance. For example, Knewton provides personalized 
learning pathways that adapt in response to the learner’s 
interactions and progress, making the material more rele-
vant and engaging. Many adaptive systems offer a range 
of courseware features, from basic assessments to interac-
tive modules. ALEKS employs a mastery-based approach, 
enabling students to gain a comprehensive understanding of
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topics before advancing. Similarly, DreamBox focuses on K-
8 math, utilizing interactive visuals and game-like elements 
to make learning more engaging. 

Adaptive learning systems often integrate with existing 
Learning Management Systems to streamline administrative 
tasks and provide a cohesive learning environment. Platforms 
like McGraw Hill Connect and Smart Sparrow illustrate this 
trend by providing tools for educators to manage and track 
student progress within a familiar framework. Most systems 
adopt a freemium model, providing users with access to basic 
features at no cost while offering premium features for a 
fee. This approach increases accessibility, particularly in K-
12 education. Duolingo, for example, offers free language 
learning resources with optional premium features, expanding 
its reach to a global audience. 

Some adaptive systems, such as Classcraft, incorporate 
gamification elements to enhance student engagement and 
motivation. This platform uses game mechanics to manage 
classroom behavior and learning, providing an interactive and 
rewarding experience for students. Notable examples of these 
systems include ALEKS, created by McGraw Hill Education 
in the USA, which primarily targets K-12 and higher educa-
tion by identifying students’ knowledge gaps and offering 
personalized instruction in mathematics. Duolingo, founded 
in 2011, has revolutionized language learning through its user-
friendly app that tailors lessons based on user performance. 
Smart Sparrow, developed by the University of New South 
Wales, allows educators to create customizable learning expe-
riences that adapt to student needs, emphasizing formative 
assessment and feedback. DreamBox Learning focuses on 
K-8 mathematics, utilizing adaptive technology to provide 
personalized instruction that adjusts the complexity of tasks 
based on student performance. Classcraft merges educational 
content with gamification, enabling teachers to foster a collab-
orative and engaging learning environment while allowing for 
personalized learning experiences that motivate students. 

5 Challenges and Future Direction 
in Implementing Adaptive Learning 

In recent years, significant number of publications have 
related to adaptive learning. However, despite this growth, 
there still needs for improvement in this field, with numerous 
challenges still need to be addressed. 

Various research studies have highlighted the obstacles 
associated in adopting adaptive learning systems in higher 
education [38]. Notably, with reference to [75], the primary 
obstacles encompass technology, management, and pedagog-
ical dimensions. While these studies provide a broad overview 
of the challenges, they often fail to offer nuanced insights 
into how these obstacles affect different institutional contexts. 
For instance, ALEKS faces challenges related to seamless 

integration with existing Learning Management Systems and 
ensuring effective user engagement. 

Implementing and utilizing adaptive learning systems 
[76] require meticulous planning, continuous support, and 
adequate training for both teachers and learners. However, 
the literature often lacks empirical data demonstrating the 
effectiveness of such training programs, creating a gap in 
understanding their actual impact on educators’ readiness to 
adopt these systems. This gap is evident in systems like Smart 
Sparrow, which provides customizable learning experiences 
but may struggle if educators are not adequately prepared to 
leverage its features. 

Johnson [77] has identified a challenge related to peda-
gogy, particularly disengagement of educators due to their 
unfamiliarity with such platforms. This points to a signif-
icant limitation in the existing research: while it acknowl-
edges the issue, it does not investigate the root causes of 
this disengagement. Specific factors, such as age, prior tech-
nology experience, or institutional support, may contribute 
to educators’ reluctance to engage with adaptive learning 
tools. For example, Knewton, if educators lack confidence in 
using such technologies, their potential remains underutilized. 
Additionally, Zliobaite et al. [78] outlined six common prob-
lems encountered in designing and implementing adaptive 
learning system, spanning issues of scalability, realistic data, 
usability, expert knowledge, diversity of needs, and applica-
tion areas, as well as switching from adaptive algorithms to 
adaptive tools. Their analysis would benefit from a deeper 
examination of how these issues interact. For instance, scala-
bility may exacerbate usability challenges if systems cannot 
adapt to diverse user needs. 

Another challenge is related to the integration of several 
technologies, as seen with McGraw Hill Connect, from 
Learning Management Systems to analytics tools and content 
management systems [75]. Maintaining seamless interoper-
ability among these technologies can prove to be complex and 
time-consuming. While the intention for adaptive learning 
systems is to offer interactive and enjoyable learning experi-
ences, the persistent challenge of learner dropouts is always 
present due to the lack of personalization [79]. The litera-
ture often discusses dropout rates without fully addressing the 
demographic factors at play, such as whether certain groups 
of students are more likely to disengage and the underlying 
reasons for this behavior. The scarcity of publicly available 
datasets in the sector of education exacerbates the difficulty 
of this task, therefore, underscoring the need to intensify in 
collecting learner-centered data for future researchers [79]. 

A prevalent issue affecting not only adaptive learning 
systems but also the majority of recommendation systems is 
the cold start problem. In adaptive learning, this issue arises 
when encountering a new item or user, rendering the system 
incapable of recommending customized content for the user 
[80].



Addressing the Learning Gap with Adaptive Learning 145

While several solutions, such as content-based filtering 
and collaborative filtering, are suggested to mitigate this 
challenge, the literature rarely explores the effectiveness of 
these methods in real-world settings, particularly in specific 
contexts where these techniques may fail to deliver satisfac-
tory results. 

Ethical considerations [81] must not be overlooked, 
encompassing concerns regarding privacy and data secu-
rity, equity, access, and pedagogical integrity. The discus-
sions in the literature often lack depth, failing to adequately 
address how educational institutions can navigate these 
ethical dilemmas while implementing adaptive learning tech-
nologies. 

Many students consider ChatGPT as an effective tool for 
adaptive learning, thanks to its capability to learn from user 
interactions and understand student questions through NLP 
use. However, despite all these capabilities, ChatGPT still 
grapples with limitations that pose significant challenge in 
the field of education [82]. One major limitation is its limited 
knowledge base, leading to the generation of erroneous and 
biased information. As the authors suggested in [83, 84], 
one potential solution is to employ ChatGPT as a tool for 
educators to craft learning materials and foster dialogue to 
aid students, as demonstrated in an English learning context. 
While it can assist educators in creating learning materials, 
there are concerns regarding the relevance and accuracy of AI-
generated content, as seen in platforms like MindEdge, which 
targets higher education but must address issues of bias in its 
resources. 

6 Conclusion 

Leveraging big data and AI in the field of education has led 
to the emergence of several new areas of research, including 
AIED, EDM, MMLA, and big data analytics. Each of these 
areas has significantly contributed to understanding and 
adapting learning processes effectively. Adaptive learning, as 
delineated in the literature, provides a personalized educa-
tional experience tailored to the individual needs and abil-
ities, thereby enabling progress at their own pace within 
an enriched and effective learning environment. By offering 
highly customized learning experiences, adaptive learning has 
the potential to bridge the learning gap, reduce costs, and 
enhance engagement, despite traditional learning approaches. 

Since its inception at the early-twentieth century, adaptive 
learning, along with AI techniques, has undergone several 
innovations. These range from early systems like the aptitude-
treatment interaction system proposed by Cronbach to the 
more recent, developments such as Adaptive Educational 
Hypermedia Systems, micro-adaptive systems, and Intelli-
gent Tutoring Systems. These innovations have culminated 
in the creation of learning platforms in the last decade. The 

strategies used by these systems typically revolve around three 
main components: domain modeling, user profiling, and user 
adaptation/personalization, all aimed at delivering tailored 
learning experiences. 

In conclusion, this paper has reviewed the up-to-date 
landscape of adaptive learning, emphasizing the pivotal role 
played by AI and big data in addressing learning gaps. Further-
more, it has identified several challenges that need resolu-
tion. These challenges mainly refer to the implementation 
and application of a new adaptive learning system, peda-
gogy, teacher disengagement, learner dropout, and the limited 
availability of education-related public datasets. Addressing 
these challenges is crucial for researchers to build new models 
related to student performance to enhance adaptation. 

This paper has examined the changing landscape of adap-
tive learning, highlighting the role of big data and AI in 
creating personalized educational experiences tailored to indi-
vidual learners’ needs. The analysis of existing adaptive 
learning systems revealed that while many platforms excel 
in customization, challenges such as teacher disengagement, 
learner dropouts, and the cold start problem hinder their effec-
tiveness. Furthermore, the scarcity of public datasets limits 
research opportunities and the potential for innovation in this 
field. 

The importance of this research is based on its identifica-
tion of critical obstacles that educators and developers face 
when implementing adaptive learning systems. By addressing 
these challenges, future studies can concentrate on devel-
oping more robust models to improve student engagement 
and performance. Practical implications include the need 
for comprehensive training for educators, improved data 
collection methodologies, and the establishment of ethical 
guidelines to safeguard learner privacy. Overcoming these 
challenges will enhance the efficiency of adaptive learning 
systems and play a key role in bridging learning gaps and 
fostering equitable access to education in diverse contexts. 
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Evaluation of Research Progress and Trends 
on Renewable Energy and Sustainable 
Development: A Bibliometric Analysis 
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Abstract 

This paper uses the SCOPUS database for a biblio-
metric analysis of the renewable energy/sustainable devel-
opment (RE/SD) field. The study focuses on research 
trends, performance analysis, and scientific mapping anal-
ysis. VOSviewer and Microsoft Excel 365 were used 
for this bibliometric analysis. The results reveal a rapid 
growth in publication numbers over the last 15 years, with 
emerging research areas such as green finance and envi-
ronmental sustainability. The study identifies influential 
authors, productive journals, and significant publications 
from countries and academic institutions. It indicates that 
China and the USA are the leading countries in terms 
of publications, with moderate international collaboration. 
Furthermore, the study observes that “Adebayo, Tomiwa 
S.” is the most influential author, while “Resources Policy” 
is the most productive journal about RE/SD. The findings 
provide valuable insights for future research in this field, 
emphasizing the critical role of technological innovation in 
promoting renewable energy and sustainable development. 
The study recommends comparing the outputs of multiple 
databases to gain a more comprehensive understanding of 
research trends in RE/SD. 
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1 Introduction 

Modern society relies heavily on energy consumption as a 
critical driver for economic development and daily activ-
ities. However, contemporary energy systems face several 
significant challenges, including the depletion of fossil fuels, 
the abundance of waste products, the impact of climate 
change, and the exponential growth of the human population 
[1]. These factors have prompted the world community to 
look for alternative solutions to satisfy the increasing energy 
demand and mitigate the associated sustainability issues, 
namely greenhouse gas emissions, air pollution, water use, 
and poverty. 

Renewable energy sources have emerged as a promising 
approach to address these challenges and pave the way for 
sustainable energy development. Renewable energy technolo-
gies offer a viable solution to reduce dependence on fossil 
fuels and mitigate their associated negative environmental 
impacts [2]. Consequently, renewable energy has become 
a focal point of various sustainability-related policies and 
initiatives worldwide. 

Significant changes in human attitudes toward the envi-
ronment have facilitated the transition to a renewable energy 
system. In the past, the focus was on maximizing the acqui-
sition of all natural resources, with little regard for the envi-
ronment. However, the second half of the twentieth century 
saw a shift toward a more responsible attitude and tremendous 
respect for nature, prompted by documents and publications 
from the 1960s onward [3]. 

Despite the growing interest in renewable energy and 
sustainable development research, there is a lack of research 
focusing on examining and evaluating scientific publications 
from a general perspective. Therefore, this paper aims to 
explore the temporal distribution patterns of renewable energy 
and sustainable development journal articles and identify 
the contributions of productive authors, leading countries,
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and the most prolific academic institutions. Additionally, this 
paper aims to identify the commonly used terminologies and 
research subjects, assess the leading countries based on their 
primary applications, and offer valuable suggestions on future 
collaborations and research paths. 

This study is expected to benefit researchers, policy-
makers, and individuals seeking to understand the research 
trends in renewable energy and sustainable development and 
discover potential opportunities for future research. In conclu-
sion, the transition to renewable energy is a necessary step 
toward achieving sustainable development, and this study 
aims to provide insights into the current state of research in 
this field. 

2 Methods  

The study of bibliometric analysis is a systematic approach 
that allows for a comprehensive understanding of general 
research patterns in a specific field, utilizing the information 
derived from scholarly literature databases. This approach 
is beneficial in differentiating bibliometric analysis papers 
from review papers, primarily intended to discuss a particular 
topic’s latest progress, challenges, and future directions [1]. 

This paper uses the SCOPUS database to perform a biblio-
metric analysis of renewable energy/sustainable development 
(RE/SD). The retrieval settings are as follows: 

(TITLE-ABS-KEY ((“renewable energy” OR “renew-
able energies” OR “renewable-energy” OR “renewables” OR 
“renewable resource” OR “renewable resources” OR “alter-
native energy” OR “sustainable energy” OR “clean energy” 
OR “green energy” OR “non-fossil energy”) AND (“sustain-
able development” OR “green development” OR “sustainable 
growth” OR “green growth” OR “green economic growth” 
OR “economic growth” OR “economic sustainability” OR 
“sustainability”)) AND PUBYEAR > 1989 AND PUBYEAR 
< 2024) AND (“economic growth” OR “economic develop-
ment”) AND (LIMIT-TO (SRCTYPE, “j”)) AND (LIMIT-
TO (DOCTYPE, “ar”)) AND (LIMIT-TO (SUBJAREA, 
“ECON”)) AND (LIMIT-TO (LANGUAGE, “English”)). 

Our final dataset contains 1727 articles from 1990 to 2023 
for bibliometric analysis. It is essential to mention that we 
limited our search to articles published in journals from the 
subject area of “Economics, Econometrics and Finance” and 
searched within the results for “economic growth” or “eco-
nomic development” to emphasize the importance of search 
in the economic area, as well as articles published in the 
English language, to obtain more precise results in our field 
of research. 

This paper focuses on two primary bibliometric analyses: 
performance analysis and scientific mapping analysis. As 
described by [4, 5], the former involves analyzing various 

factors such as the country or region of publication, the insti-
tution, and the author. Several well-established bibliometric 
indicators are used to evaluate the essential characteristics of 
publications, including the number of publications (NP) and 
citations (NC). 

The latter, scientific mapping analysis, can visualize the 
knowledge structure and organization of a specific study topic 
or journal [4]. In our study, we used the VOSviewer software 
for visualization. This paper mainly includes the following 
analyses: countries’ co-authorship analysis, authors’ co-
authorship analysis, and keyword co-occurrence analysis. 

We have comprehensively analyzed the RE/SD field 
research trends through bibliometric analysis, focusing on 
performance and scientific mapping analyses. Our findings 
provide valuable insights that can be utilized by researchers, 
policymakers, and practitioners in the field to advance 
research and development in renewable energy and sustain-
able development. 

3 Results and Discussion 

3.1 Evolution of Publication Output 
and Research Interest in RE/SD 

As depicted in Fig. 1, the number of publications on renew-
able energy and sustainable development (1727 articles) has 
increased over time. To comprehend the change in publica-
tion amount, this study divides the period into two phases: 
the development phase and the rapid growth phase. Before 
2007, the number of published articles on renewable energy 
and sustainable development was below ten and increased 
slowly. While some researchers presented an extensive anal-
ysis of renewable energy’s economic and scientific aspects, 
most articles did not delve into the environmental and social 
aspects.

However, after 2007, a series of energy accidents occurred 
worldwide. For instance, the subprime mortgage crisis that 
began when the US housing bubble burst and sparked a 
global financial crisis in 2007 and 2008, as highlighted by 
[5], caused a weaker US dollar exchange rate and pushed 
oil prices upward. This trend profoundly affected the global 
economy, imposing a longer recovery time as oil is one of the 
most important production inputs. At this point, the number 
of publications began to increase, but still at a slow pace. 

The formation of the International Renewable Energy 
Agency (IRENA) in 2009 marked the beginning of the 
rapid development phase of renewable energy and sustainable 
development. One of the pivotal events in this period was the 
adoption of the sustainable development goals (SDGs) by the 
United Nations in 2015, which aimed to achieve sustainable 
development worldwide by 2030 [6]. Since their implemen-
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Fig. 1 Annual and cumulative 
growth of Scopus-indexed 
articles on RE/SD (1990–2023)
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tation, the SDGs have been a topic of academic debate. Many 
scholars have attempted to provide an overview of the schol-
arly discussion through literature reviews, specifically on the 
7th SDG goal that defines the importance of worldwide clean, 
affordable, and modern energy systems [3]. 

Another significant factor that contributed to the rapid 
increase in scientific articles is the outbreak of the COVID-
19 pandemic in 2019. The pandemic profoundly impacted 
electricity demand, especially during the implementation of 
lockdown measures. It resulted in a decline in electricity 
demand, which gradually improved as the restrictions were 
lifted. Additionally, there was a noticeable shift in the elec-
tricity mix during this period, with a more significant propor-
tion of renewable energy sources being utilized. Conversely, 
there was a substantial reduction in energy production from 
nuclear, fossil coal, and oil during the same period [7]. 

Finally, the energy crisis triggered by Russia’s invasion of 
Ukraine has attracted the interest of many researchers. Russia 
is one of the top exporters of oil, gas, and coal, and the war 
has had a significantly adverse impact on the energy sector. 
As of September 2022, a third of the wealthy world’s infla-
tion rate of 9% is attributable to energy due to Russia’s inva-
sion of Ukraine. Therefore, politicians are discussing ways to 
be largely independent of fossil fuels, at least in electricity 
supply, by 2035 [8]. 

In conclusion, the number of publications on renewable 
energy and sustainable development has increased over time, 
with a rapid increase in the last decade. The SDGs, the Coro-
navirus pandemic, and the incursion of Russia into Ukraine 
have significantly determined the research interest in the field. 

3.2 Preferred Journals in RE/SD 

Our study involved a comparative analysis of journals that 
have published articles in the field under consideration. 

Our analysis revealed that the top 10 journals collectively 
published 999 articles, accounting for 63.4% of the arti-
cles published in this field. Of these top 10 journals, the 
three most productive journals were published by Else-
vier, EconJournals, and Springer Nature, respectively. This 
suggests a higher concentration of these journals’ productivity 
throughout the considered period. Additionally, we found that 
Elsevier Publishing Group published five of the top ten jour-
nals with the highest citation scores in 2022, followed by 
Springer Nature, with two journals in the top 10 list. 

The most productive journal in our study was Resources 
Policy, covering 15.9% of the total publications with 250 arti-
cles, followed closely by the International Journal of Energy 
Economics and Policy, with 249 articles (15.8%). Other 
notable journals with high productivity include Environment, 
Development and Sustainability, with 149 articles (9.5%), and 
Energy Economics, with 106 articles (6.7%) (Table 1). 

3.3 Distribution of Top Countries, Leading 
Institutions, and International 
Collaboration in RE/SD 

Figure 2 analyzes the top 15 countries contributing to the 
RE/SD research field. China has emerged as a critical 
player, accounting for approximately 20% of global publi-
cations in this field, with 516 publications across various 
journals. Pakistan and the USA were ranked second and 
third, respectively, with 180 and 141 publications. Inter-
estingly, only three countries, namely the USA, Italy, and 
Indonesia, had more than half of their publications authored 
by researchers from the same country, suggesting moderate 
intra-country collaboration. The remaining countries showed 
a balance between intra-country and international collabo-
ration, with more than 35% of publications featuring multi-
country authorship.
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Table 1 Ten most prolific journals in the RE/SD field of study, along with their most cited paper 

Journal TP (%) TC CiteScore 
2022 

The most cited paper (reference) Times 
cited 

Publisher 

1 Resources Policy 250 
(15.9) 

19,194 11.3 The linkages between natural resources, human 
capital, globalization, economic growth, financial 
development, and ecological footprint: the 
moderating role of technological innovations 

103 Elsevier 

2 International Journal 
of Energy 
Economics and 
Policy 

249 
(15.8) 

5556 3.9 Mitigating emissions in India: accounting for the role 
of real income, renewable energy consumption and 
investment in energy 

44 EconJournals 

3 Environment, 
Development and 
Sustainability 

149 
(9.5) 

13,787 7.2 The nexus between urbanization, renewable energy 
consumption, financial development, and CO2 
emissions: evidence from selected Asian countries 

48 Springer 
Nature 

4 Energy Economics 106 
(6.7) 

27,184 14.7 How does green finance affect green total factor 
productivity? Evidence from China 

124 Elsevier 

5 Economic 
Research-Ekonomska 
Istrazivanja 

68 
(4.3) 

5639 6.2 The nexus between COVID-19 fear and stock market 
volatility 

56 Taylor & 
Francis 

6 Frontiers in Energy 
Research 

47 
(3.0) 

9057 2.9 Sustainable energy transition for renewable and low 
carbon grid electricity generation and supply 

22 Frontiers 
Media S.A 

7 Ecological 
Economics 

42 
(2.7) 

12,453 11 The impact of fintech innovation on green growth in 
China: mediating effect of green finance 

35 Elsevier 

8 Resources, 
Conservation and 
Recycling 

37 
(2.3) 

42,404 20.3 Challenges toward carbon neutrality in China: 
strategies and countermeasures 

187 Elsevier 

9 Journal of the 
Knowledge 
Economy 

28 
(1.8) 

1734 4.2 The futures of Europe: society 5.0 and industry 5.0 
as driving forces of future Universities 

18 Springer 
Nature 

10 Economic Analysis 
and Policy 

23 
(1.5) 

4032 6.9 Enhancing green economic recovery through green 
bonds financing and energy efficiency investments 

6 Elsevier 

TP: total publications; TC: total citations 

Rank Country TPc SCP (%) The most productive academic institution TPi 

1 China 516 46.8 Beijing Institute of Technology 28 

2 Pakistan 180 35.2 Ilma University 29 

3 USA 141 56.9 Indiana University Bloomington 5 

4 Malaysia 117 37.5 Universiti Utara Malaysia 16 

5 Turkey 116 37.7 Uluslararası Kıbrıs Üniversitesi 20 

6 UK 105 40.1 University of Portsmouth 8 

7 India 90 42.7 Lebanese American University 8 

8 Saudi Arabia 86 31.4 King Saud University 21 

9 Australia 85 39.9 The Australian National University 12 

10 Russian. F 69 44.8 Ural skiı̆ Federal nyı̆ Universitet 13 

11 Indonesia 65 51.6 Universitas Padjadjaran 7 

12 Nigeria 65 43.9 Covenant University 19 

13 France 61 37.7 Excelia Business School 6 

14 Viet Nam 59 40.1 University of Economics Ho Chi Minh City 18 

15 Italy 49 53.3 Azerbaijan State University of Economics 
UNEC 

5 

TPc is the total publications of a given country; TPi is the total publications of a given academic institution; SCP is single-country publications



Evaluation of Research Progress and Trends on Renewable Energy and Sustainable … 153

Fig. 2 Top 15 leading countries and academic institutions in RE/SD 

Fig. 3 Visualization of bibliometric map through co-authorships network. The URL for accessing the figure in VOSviewer is http://tinyurl.com/ 
yt3a8ors 

Figure 3 also displays the distribution of countries/ 
territories across different regions. The strength of the rela-
tionship between two countries is indicated by the prox-
imity of their location in VOSviewer. At the same time, the 
thickness of the line represents the strength of the link between 

them. Clusters 2 and 3 mainly comprise countries from Asia 
and Europe, respectively, while the other clusters comprise 
countries from various regions worldwide. 

Among the international collaborative projects, China has 
the most robust collaboration with other countries, with 56

http://tinyurl.com/yt3a8ors
http://tinyurl.com/yt3a8ors
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links and 516 co-authorships. Pakistan emerges as its closest 
collaborator with a link strength of 110. This shows that 
Chineseresearchershavebeenactivelycollaboratingwiththeir 
peers from other countries to research renewable energy and 
sustainable development. Pakistan ranks second in terms of 
link strength, with 47 links and 180 co-authorships, followed 
by the USA with 39 links and 141 co-authorships, the UK with 
39 links and 105 co-authorships, and Malaysia with 36 links 
and 117 co-authorships. 

3.4 Leading Authors in RE/SD 

Table 2 lists the top 15 authors in the RE/SD field and their 
respective countries. Notably, only Portugal, China, and India 
have two authors each on the list. The authors’ first publica-
tions range from 1992 to 2020, with 11 first authors, four 
co-authors, and one last author. While the authors’ position 
is not strictly regulated, the last position typically signifies 
seniority and the supervisory role.

Table 2 List of the 15 most productive authors in renewable energy and sustainable development research area 

Author Scopus 
author ID 

Year of 1st 
publication* 

TP h-index TC Current affiliation Country 

1 Adebayo, Tomiwa 
S 

57218099170 2020a 15 57 8511 Uluslararası Kıbrıs 
Üniversitesi 

Cyprus 

2 Bekun, Festus V 57193455217 2016b 13 56 9848 İstanbul Gelişim 
Üniversitesi 

Turkey 

3 Fuinhas, José A 36168979700 2010b 11 33 3634 Universidade de 
Coimbra, Faculdade 
de Economia 

Portugal 

4 Marques, António 
C 

36169680100 2010a 11 33 3437 Universidade da Beira 
Interior 

Portugal 

5 Shahbaz, 
Muhammad 

57218886081 2007a 11 107 38,132 Beijing Institute of 
Technology 

China 

6 Taghizadeh-Hesary, 
Farhad 

56291956400 2013a 11 50 8136 Tokai University Japan 

7 Abbas, Shujaat 56438900000 2014a 10 15 835 Ural skiı̆ Federal nyı̆ 
Universitet 

Russian 
Federation 

8 Apergis, Nicholas 6701803017 1992a 10 61 16,222 University of Piraeus Greece 

9 Ridzuan, A. R 57201919567 2012b 10 12 438 Universiti Teknologi 
MAR 

Malaysia 

10 Dong, Kangyin 57189246704 2016b 9 47 7927 University of 
International Business 
and Economics 

China 

11 Gyamfi, Bright A 57216591351 2020a 9 24 1781 Sir Padampat 
Singhania University 

India 

12 Shahzad, Umer 57206773899 2019a 9 40 4948 Adnan Kassar School 
of Business 

Lebanon 

13 Tiwari, Aviral K 57204698496 2010a 9 56 12,398 Indian Institute of 
Management Bodh 
Gaya 

India 

14 Khobai, Hlalefang 57190732292 2016a 8 8 212 University of 
Johannesburg 

South Africa 

15 Murshed, Muntasir 57204031604 2018a 8 52 7327 North South 
University 

Bangladesh 

* Role in co–authorship, superscripts 
a First author 
b Co-author 
c Last author 
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Tomiwa S. Adebayo, hailing from Cyprus, tops the list with 
15 publications since 2020, a 57 h-index, and 8511 citations. 
Festus V. Bekun, from Turkey, is the second author, while 
José A. Fuinhas and António C. Marques, both from Portugal, 
are the third and fourth top authors, respectively. Notably, 
Nicholas Apergis is the most cited author (16,222) and has 
the oldest publication date (1992). 

3.5 Keyword Occurrences in RE/SD 

The analysis of 3629 author keywords reveals 46 keywords 
that have been used at least 20 times in the mapping in 
VOSviewer. A keyword overlay visualization map, presented 
in Fig. 4, illustrates the publication trends over time, with the 
node color representing the publication period. The lighter 
colors highlight more recent research focused on a specific 
area. The figure describes the keyword overlay visualization 
map of RE/SD publications. Among the frequently appearing 
keywords, “renewable energy” and “economic growth” stand 
out with the same number of occurrences (376). “Sus-
tainable development” follows with 164 occurrences, while 
“sustainability,” “energy consumption,” “natural resources,” 
“renewable energy consumption,” “CO2 emissions,” “finan-
cial development,” “carbon emissions,” “energy efficiency,” 
“energy,” “green finance,” “environmental sustainability,” 
and “energy transition” also appear frequently. The figure 
shows the keywords with high research interest between 2018 
and 2022, with “energy transition,” “financial development,” 
“green finance”, “technological innovation,” and “environ-
mental sustainability” being some of the recent focus areas 
for researchers. 

All identified keywords are interrelated and crucial in 
transitioning to a more sustainable energy system. For 

example, “renewable energy” is often associated with 
reducing carbon emissions and mitigating the impacts of 
climate change. At the same time, “sustainable develop-
ment” involves balancing economic, environmental, and 
social considerations to ensure long-term societal well-
being. Moreover, “energy consumption” and “energy effi-
ciency” are essential for reducing the environmental impact 
of energy production and consumption. Reduced energy 
consumption and increased energy efficiency can lead to 
lower greenhouse gas emissions, reduced dependence on 
fossil fuels, and increased affordability of energy services 
for households and businesses. 

Additionally, “financial development” and “green 
finance” relate to financing renewable energy and sustain-
able development projects, which is critical to their deploy-
ment. Financial institutions increasingly recognize the 
importance of incorporating environmental, social, and 
governance (ESG) factors into their decision-making 
processes. 

As for “Technological innovation,” technological 
advancements have led to the development of more effi-
cient renewable energy sources such as solar, wind, and 
geothermal power. Additionally, it has led to the creation 
of more sustainable transportation options, such as electric 
vehicles. Overall, technological innovation plays a crit-
ical role in advancing the field of renewable energy and 
sustainable development. 

Lastly, “environmental sustainability” encompasses many 
issues, such as biodiversity conservation, natural resource 
management, and pollution control. Achieving environmental 
sustainability requires a holistic approach that involves 
protecting and restoring the natural environment while 
ensuring the well-being of human societies.

Fig. 4 Bibliometric map with 
overlay visualization mode based 
on author keywords 
co-occurrence. Node colors 
represent the publication year 
(purple and blue for older, green 
and yellow for newer), and node 
sizes indicate keyword frequency. 
Minimum occurrences of a 
keyword set to twenty. Access the 
map through the following URL: 
http://tinyurl.com/yrmvmswv 

http://tinyurl.com/yrmvmswv
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4 Conclusion 

This study provides an in-depth analysis of the research 
trends in renewable energy and sustainable development. It 
is based on a review of 1727 publications indexed in the 
Scopus database. The analysis indicates that there has been 
a rapid growth in publication numbers over the last 15 years, 
and this upward trend is expected to continue. The study 
identifies countries and academic institutions, such as China 
and the USA, with significant publications and moderate 
international collaboration. This presents an opportunity for 
academic researchers from countries like Pakistan and Saudi 
Arabia to widen their studies’ collaborations. The study 
observed that “Adebayo, Tomiwa S.” is the most influential 
author, and “Resources Policy” is the leading journal about 
RE/SD. 

The review highlights that research in areas such as 
energy efficiency and consumption has been well-explored 
and has contributed significantly to the environmental 
dimension of sustainable development by reducing CO2 

emissions. Additionally, the analysis identifies emerging 
research areas, such as green finance and environmental 
sustainability, which hold great potential for future studies 
in renewable energy and sustainable development. Further-
more, the study emphasizes the critical role of technological 
innovation in promoting renewable energy and sustainable 
development. 

In conclusion, we recommend that upcoming research 
compare the information derived from several databases, 
including Scopus and Web of Science, to gain a more 
comprehensive understanding of research trends in renew-

able energy and sustainable development. The study did 
not incorporate databases such as gray literature (Google 
Scholar) to improve the findings’ dependability. Overall, the 
findings of this study contribute to the growing body of 
knowledge in renewable energy and sustainable develop-
ment and provide valuable insights for future research in this 
field. 

Future research should explore how financial innovations, 
like green bonds, drive renewable energy investments. Effec-
tive policy frameworks could include tax incentives, subsi-
dies for clean technologies, green infrastructure funding, and 
stricter emissions regulations. By examining these frame-
works and sustainable business models, researchers can 
provide insights to enhance economic growth and environ-
mental outcomes, supporting global sustainability goals and 
accelerating clean energy transitions. 

References 

1. Md Khudzari J, Kurian J, Tartakovsky B, Raghavan GSV (2018) 
Biochem Eng J 136:51 

2. Hepbasli A (2008) Renew Sustain Energy Rev 12:593 
3. Geraldo Schwengber J, Grünfelder T, Wieland J (eds) (2023) Sustain-

able development goals: perspectives from Vietnam. Metropolis-
Verlag, Marburg 

4. Iwami S, Ojala A, Watanabe C, Neittaanmäki P (2020) Scientomet-
rics 122:3 

5. Yoshino N, Taghizadeh-Hesary F (2014) Int J Monet Econ Finance 
7:157 

6. Akpan J, Olanrewaju O (2023) Energies 16:7049 
7. Chong CT, Fan YV, Lee CT, Klemeš JJ (2022) Energy 241:122801 
8. Umar M, Riaz Y, Yousaf I (2022) Resour Policy 79:102966



The Nexus Between Energy Consumption 
and Economic Growth in Morocco 

Yousra Benyetho and Abdelilah El Attar 

Abstract 

The use of clean energy globally has certainly gained 
momentum since the 1970s with its many advantages over 
fossil fuels. Morocco, in turn, started exploiting this type 
of resource (except hydroelectric power) only in the 2000s. 
In addition, several authors have tried to analyze and verify 
the presence of a relationship between energy consump-
tion and economic growth. In our study, we focused on the 
correlation between energy consumption by its two cate-
gories (fossil and renewable) and the economic growth of 
our country, Morocco. Using Eviews software, two tests 
were conducted to validate cointegration and causality, 
throughout the period 1990–2016. The ARDL test demon-
strates a cointegration between GDP per labor engaged 
(GDP/L) as the economic growth indicator on one hand, 
and the three variables: Economic complexity indicator 
(ECI), total non-renewable energy consumption (TNRE), 
and total renewable energy consumption (TRE) on the 
other hand. The Toda-Yamamoto test proves unidirectional 
causalities from TRE to GDP/L, and from TNRE to GDP/ 
L. Thus, we were able to confirm the growth hypothesis: 
Energy consumption (both fossil and renewable) has a 
positive impact on economic growth in the Kingdom of 
Morocco. 
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ARDL model · Toda-Yamamoto causality 
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1 Introduction 

Global warming, oil costs, renewable energies, and so on 
are all contemporary issues that all countries are concerned 
about. First, the 1973 oil crisis disrupted the economic status 
of countries that imported this type of fuel. Second, global 
warming, which is mostly the result of human activity, has 
raised alarms about a scenario that threatens not just our 
survival but also the environmental health of our world. The 
blows continue, on the one hand, with increased unemploy-
ment and inflation caused by the aforementioned economic 
crisis and on the other hand, with the escalation of natural 
calamities driven mostly by global warming. These aspects 
have laid the groundwork for understanding the significance 
of examining the effects of energy on both the economy and 
the environment on a global scale. Governments have been 
interested in the topic of energy saving, taking into account 
the implications of this approach on the previously stated 
economic and environmental problems. 

Renewable energy, without a doubt, represents an unavoid-
able answer to several risks that threaten the economic and 
governmental stability of the world’s multiple nations. At 
the environmental level, so-called clean resources allow for 
lower carbon dioxide emissions, thereby mitigating the nega-
tive consequences of climate change. At the economic level 
similarly, they present several advantages; they reduce the 
burden of countries importing fossil fuels by reducing their 
reliance on this type of energy, as well as they ensure an 
adequate climate that attracts foreign investors, resulting in 
the creation of a significant number of jobs and the prosperity 
of the country in question. For countries that already have 
fossil resources, renewable energy includes endless resources, 
allowing them to avoid the possibility of fossil energy exhaus-
tion. However, all of these foregoing assets have not prevented 
the world’s economy from using fossil resources and even 
exploring new deposits to extract them. This attachment
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is mostly due to the political vision of countries seeking 
to assert their supremacy through the use of conventional 
energy, particularly oil while awaiting the global dominance 
of renewable energy. 

The connection between economic growth and energy 
consumption has certainly been the subject of statistical 
analysis by several researchers, most notably in the form of 
time series. The aim of these analysts is not only to prove 
the existence of this relationship but also to analyze the 
direction of causality; in other words, does economic growth 
cause changes in energy consumption, or is it the other way 
around? 

According to various research, there are four main 
hypotheses. The first one states that using renewable energy 
helps the economy grow (the growth hypothesis) [1]. The 
second one affirms that the economy and renewable energy 
help each other (the feedback hypothesis) [2]. The third one 
asserts that the economy affects renewable energy, but not 
the other way around (the conservation hypothesis) [3]. The 
fourth one explains that the economy and renewable energy 
don’t affect each other (the neutrality hypothesis) [4]. 

In addition, it is also necessary to specify the variables 
that can assist in the composition of the function dealing with 
this link. In this context, we intend to explore the connec-
tion between energy consumption in its two forms (fossil and 
renewable) and Morocco’s economic growth. 

2 Methods  

While most scientific papers studying the link between 
economic growth and energy consumption include a wide 
number of nations [1, 5], this does not rule out the existence 
of research that focuses on a single country [6, 7] 

In light of this, we have decided to investigate the growth/ 
energy link only at the level of the Kingdom of Morocco. The 
period under consideration ranges from 1990 to 2016. Our 
study’s selection of variables was inspired by the empirical 
analysis of Gozgor et al. (2018), which uses the GDP/labor as 
an endogenous variable to express economic growth and the 
economic complexity indicator (ECI), total non-renewable 
energy consumption (TNRE), and total renewable energy 
consumption as exogenous variables (TRE), respectively. 

The equation of our model is: 

log 
Y 

L t 
= α0 + α1ECIt + α2 log TNREt + α3 log TREt + εt 

t expresses the time-series character of our model, α0 is 
the constant term, α1, α2 et α3 are the respective coeffi-
cients of each variable in the model and εt is the error term 
which expresses the deviation between reality and the model 
estimate. 

Data on real GDP and total labor force are obtained from 
the World Bank website (the World Development Indica-
tors (WDI)). Real GDP is expressed in constant 2010 USD 
Billions. Thus, Y 

L t indicates the Gross Domestic Product 
per Labor (GDP/Labor). The economic complexity indicator 
is obtained from the official website of the Observatory of 
Economic Complexity (OEC). The data on energy consump-
tion in its two forms were collected from the statistical review 
of World Energy of the British (BP), expressed in Millions of 
Tons of Oil Equivalent (MTOE). 

In the Eviews software, we initially performed the 
Augmented Dickey-Fuller (ADF) [9] test to ensure that the 
variables were stationary. We then used the ARDL test to try 
to specify the optimal model for our work. Next, we applied 
the Pesaran et al. [10] bounds cointegration test to determine 
whether or not a cointegration existed between the variables 
in our study. And finally, we adopted the Toda-Yamamoto 
causality analysis [11] to determine the direction of causality 
among those variables. 

3 Results and Discussion 

First, we notice that all the variables in our study are stationary 
at level I (1) (1st difference). Therefore, the Johansen cointe-
gration test is the most compatible with our model, since the 
order of differentiation is the same for all the variables studied 
(I (1)). However, we considered it more appropriate to apply 
the ARDL cointegration test [10] given the many advantages 
it offers. This approach can be utilized even when numerous 
variables of various orders are present, as long as the order 
does not exceed I (1). To that purpose, this test enabled us to 
find the model that best complies with our equation among 
a large number of ARDL models. In this study, the optimal 
ARDL model detected under the Schwarz criterion (SIC) is 
ARDL  (3, 2, 2, 4).  

Second, the ARDL model was used as a basis for the 
bounds test. This test proved the existence of cointegra-
tion (long-term relationship) between the variables of our 
model (Fisher’s F > upper bound; 14.27 > 5.61 at 1% 
significance). 

Third, the Toda-Yamamoto causality test (Table 1) 
supports this finding by emphasizing the causal links 
observed specifically in the total consumption of fossil and 
renewable energy. Indeed, both of the energy consumption 
types have a positive impact on economic growth (growth 
hypothesis).

Lastly, the existence of a long-term relationship often hints 
at the presence of a short-run one. We ran the short and long-
run ARDL tests to confirm this. These tests confirmed that 
total fossil energy consumption has a favorable long and short-
run effect on economic growth. Renewable energy consump-
tion, in turn, exhibits a positive, albeit minor, short-run effect,
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Table 1 Results of the 
Toda-Yamamoto causality test Dependent 

variable 
Independent variable 

GDP/labor ECI TNRE TRE 

GDP/labor – 4.56 (0.2067) 47.19 (0.0000)*** 20.23 (0.0002)*** 

ECI 1.97 (0.5759) – 3.28 (0.3498) 0.35 (0.9500) 

TNRE 1.66 (0.6463) 1.16 (0.7628) – 2.20 (0.5311) 

TRE 4.82 (0.1854) 1.69 (0.6399) 3.47 (0.3252) – 

***, **, and  * indicate statistical significance at the 1%, 5%, and 10% levels, respectively

Fig. 1 Correlation between total fossil energy consumption (TNRE) 
and economic growth (GDP/labor) 

and no effect in the long-run. Regarding the ECI, neither a 
long-run nor short-run effect is seen. The graphical evolution 
of these variables in relation to economic growth reinforces 
the initial findings (Figs. 1 and 2). 

4 Conclusion 

Undoubtedly, Morocco has made considerable efforts in 
promoting the implementation of its renewable energy 
strategy, whether through the enactment of laws in this 
context, the implementation of large and small projects, or 
its strong involvement in the energy sector worldwide. 

This study makes a valuable theoretical contribution 
by offering compelling evidence that supports the growth 
hypothesis, which emphasizes the crucial role of energy 
consumption in promoting economic development specifi-

Fig. 2 Correlation between total renewable energy consumption (TRE) 
and economic growth (GDP/labor) 

cally in Morocco. Additionally, the study’s findings have 
important managerial implications as they underscore the 
significance of implementing sustainable energy policies to 
foster continuous economic growth within the country. 

Nevertheless, we proved through this analysis that non-
renewable energy still has a stronger impact on the economic 
growth of our Kingdom. These findings could be explained 
by the use of fossil fuels which is still dominant in terms 
of total energy consumption. The consumption of renew-
able resources has increased since the 2000s, but their share 
remains considerably small compared to that of fossil fuels. 

Consequently, Morocco, which has begun its energy tran-
sition, must learn from the experiences of countries that have 
been pioneers in renewable energy practices. Among the 
lessons to be gained is that diversifying energy resources 
is unavoidable to meet local demand. Aside from that, 
addressing finance issues based on luring investors requires 
liberalization of the power sector.
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Geospatial Data-Driven Cadaster 
for Moroccan Land-Use Planning: Solar 
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Abstract 

Morocco’s ambitious renewable energy goals necessi-
tate an advanced, data-driven approach to urban plan-
ning, wherein a big data-enabled and AI-supported solar 
cadaster can play a pivotal role (Elhassan et al. in Proceed-
ings of the 4th edition of international conference on 
Geo-IT and water resources 2020, Geo-IT and water 
resources 2020. ACM, Al-Hoceima Morocco, pp 1–5, 
2020). By integrating large-scale geospatial datasets and 
applying AI-driven analytics, this cadaster can optimize 
land-use planning, enhance regulatory transparency, and 
foster investment readiness. However, its potential is 
hindered by fragmented data systems, outdated techno-
logical infrastructure, and limited cross-agency collabora-
tion. This study examines these challenges through stake-
holder insights from land tenure specialists, policymakers, 
spatial planners, and investors. Employing big data and 
AI tools, the research highlights critical inefficiencies in 
data governance and regulatory alignment. It proposes a 
comprehensive strategy combining centralized data repos-
itories, predictive analytics, and AI-driven site assessments 
to unlock the solar cadaster’s transformative capabilities. 
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1 Introduction 

The last few years has seen growing interest in inte-
grating renewable energy into urban planning, particularly 
as Morocco’s cities continue their rapid expansion. Success-
fully merging these two domains demands a robust, data-
centric approach to land information management. A solar 
cadaster—which is a specialized tool to assess urban rooftop 
solar potential [2]—shows particular promise for enhancing 
regulatory transparency, optimizing land-use choices, and 
draw investment toward photovoltaic infrastructure devel-
opment. Through the application of big data analytics and 
AI technologies, this cadaster enables precise site selection, 
predictive modeling, and automated evaluation of rooftop 
suitability, marking a significant step forward in renewable 
energy planning. 

Previous research has emphasized how data-driven land 
information systems benefit urban development, especially 
when creating fit-for-purpose cadasters that provide trans-
parency and decision-making efficiency in land management 
[3]. The work of Polo and García [4] revealed the crucial 
role of digital surface models (DSM) in urban PV plan-
ning, showing that DSM accuracy affects solar potential esti-
mates on rooftops. Building on this foundation, El Assal and 
Rochdane’s [5] study highlights geospatial data integration’s 
vital role in optimizing energy site selection within smart 
city initiatives, while emphasizing the necessity of collabo-
rative governance structures for successful renewable energy 
projects [5]. 

Yet despite these advancements, Morocco faces several 
obstacles in implementing a comprehensive solar cadaster, 
including disconnected data systems, aging infrastructure, 
and insufficient cross-agency collaboration [6].Our research 
expands upon these findings through an in-depth exami-
nation of various stakeholder perspectives—including land
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tenure experts, policymakers, urban planners, and investors— 
on Morocco’s current geospatial infrastructure and data 
requirements. This paper identifies critical challenges while 
proposing an integrated data framework that leverages big 
data analytics, AI-driven site suitability assessments, and 
predictive modeling capabilities. 

2 Methodology 

The methodological approach for this study integrates both 
qualitative stakeholder insights and a comprehensive spatial 
data inventory, creating a robust framework for advancing 
urban planning and renewable energy integration.

• Stakeholder Interviews: The research initiated with 
a series of structured, in-depth interviews involving a 
broad spectrum of stakeholders, including land tenure 
specialists, policy advisors, urban planners, and invest-
ment representatives. These interactions provided crucial 
insights into the multifaceted needs and challenges faced 
by each group, particularly concerning data accessi-
bility, land tenure security, and regulatory alignment. This 
phase of engagement was pivotal in identifying systemic 
constraints and setting precise objectives, ensuring that 
the cadaster’s design aligns closely with stakeholder 
requirements.

• Geospatial Data Inventory: Following the stakeholder 
engagement, the study conducted an exhaustive spatial 
data inventory, gathering and analyzing urban and envi-
ronmental datasets from a variety of secondary sources, 
including cadastral records, land-use maps, socioeco-
nomic data, and environmental assessments (see Table 2 
for data inventory). This inventory phase facilitated a 
detailed assessment of existing land-use configurations, 
cadastral delineations, and socioenvironmental parame-
ters critical to spatial decision-making. By cataloging and 
evaluating these data layers, the inventory establishes a 
comprehensive spatial foundation, ensuring that urban 
planning and renewable energy site selection are grounded 
in accurate, context-specific data. 

This dual approach, merging qualitative stakeholder 
insights with an extensive spatial data inventory, provides 
a well-rounded framework for designing a responsive, data-
driven solar cadaster tailored to Morocco’s evolving urban 
and energy landscapes. 

3 Results and Discussion 

3.1 Stakeholder Analysis 

The study employed a series of structured, in-depth inter-
views to pinpoint specific needs and challenges faced by 
stakeholders in Morocco’s land tenure, policy, and invest-
ment sectors, thereby highlighting essential objectives for 
advancing data-driven land-use planning (Table 1).

Land tenure experts underscored the necessity for clear 
and secure ownership rights, adaptable legal frameworks, 
and the recognition of customary practices, which are 
often hindered by fragmented and outdated cadastral data. 
Integrating big data analytics and interoperable geospatial 
data systems was identified as a key priority to enhance 
tenure security and enable the flexible recording of various 
tenure types. Public policy and governance authorities 
emphasized the critical importance of accessible and reli-
able land data in effective policy-making, particularly 
supporting sustainable development initiatives. Current 
regulatory challenges, fragmented data repositories, and 
outdated infrastructure obstruct transparency and impede 
effective data sharing. Spatial planners and urban devel-
opment professionals require high-quality, interoperable 
geospatial data and advanced analytics to facilitate precise 
urban expansion planning and optimal site identification for 
renewable energy installations, particularly solar projects. 
However, existing limitations in data sources and analytical 
capabilities currently hinder effective land-use forecasting. 
For the investment community, the transparency and accu-
racy of land data are vital for mitigating tenure risks and 
making informed site selections for renewable energy 
projects. Ongoing issues with opaque data-sharing mech-
anisms and inconsistencies highlight the urgent need for a 
reliable and cost-effective cadaster that leverages big data 
analytics and interoperable systems to secure and share 
tenure information. 

3.2 Urban Data Analysis 

The urban environment is a space formed by adding various 
urban forms, each reflecting the conception of the city and 
communal life at a particular time. Each major ideology 
has produced a unique urban form. This form incorporates 
the associated urban functions: housing, economic, cultural, 
and leisure activities, among others. Indeed, an urban area



Geospatial Data-Driven Cadaster for Moroccan Land-Use Planning: Solar Cadaster Case Study 163

Table 1 Summary of the 
stakeholder analysis, focusing on 
their needs, challenges, and 
objectives related to a geospatial 
data-driven cadaster for land-use 
planning in Morocco 

Stakeholder group Needs Challenges Objectives 

Land tenure specialists Clear and secure land 
ownership rights 
Adaptable legal 
frameworks 
Recognition of 
customary practices 
Efficient tenure systems 

Data fragmentation and 
lack of updated cadastral 
info hinder tenure 
security 

Ensure inclusive cadaster 
that supports all tenure 
forms (customary and 
formal) 
Flexible legal approach 
for ownership recording 

Public policy and 
governance authorities 

Reliable land data for 
policy-making 
Support for sustainable 
development policies 
Centralized data sharing 

Regulatory barriers 
Lack of centralized data 
sharing 
Outdated infrastructure 
affects transparency and 
execution 

Provide a unified data 
repository for better 
policy integration 
Enable transparent data 
exchange and support for 
SDGs 

Spatial planners and 
urban development 
experts 

High-quality geospatial 
data for urban expansion 
Optimal locations for 
solar installations 
Improved land-use 
forecasting 

Outdated data sources 
Insufficient geospatial 
integration 
Limited analytical 
capacity for future 
planning 

Enable precise mapping 
of renewable energy 
sites, especially solar 
Improve spatial planning 
with integrated data 

Investment community 
(private and public 
sectors) 

Transparent, accurate 
land data 
Reduced risks in land 
tenure 
Efficient site selection 
for renewable energy 
projects 

Opaque data-sharing 
mechanisms 
Potential data 
inconsistencies 
Concerns over tenure 
risks 

Establish a trustworthy, 
cost-effective cadaster 
Facilitate investment in 
renewable energy with 
clear land data

Fig. 1 Schematic representation 
of the urban environment 

comprises a whole series of environments, more or less 
interconnected and overlapping. Functional diversity is thus 
discussed when at least two of these functions are represented 
within a neighborhood (Fig. 1). 

Urban data is fundamental to developing a geospatially 
driven solar cadaster, underpinning sustainable urban energy 
planning and integration. Key data layers include foundational 
spatial references, cadastral information, urban planning 
frameworks, environmental assessments, and infrastructure 

networks. Foundational spatial data, such as maps and satellite 
imagery, provides accurate spatial positioning, essential for 
identifying optimal sites for urban solar installations. Legal 
and cadastral data clarify land tenure and ownership, mini-
mizing investment risks by ensuring secure property rights. 
Urban planning data, including zoning regulations and devel-
opment frameworks, aligns solar projects with existing land-
use strategies, promoting cohesive urban development. Envi-
ronmental data enables the assessment of solar irradiance and
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Table 2 Data inventory 
Category Description Key data types Primary use Relevance to solar 

cadaster 

Foundational 
spatial reference 
data 

Essential spatial 
layers that provide 
a base for mapping 
and spatial analysis 

Cartographic data, 
geodetic 
information, 
satellite imagery, 
orthophotos, 
administrative 
boundaries 

Foundational 
reference for all 
spatial data 

Provides base maps 
and precise spatial 
coordinates for 
potential solar site 
analysis 

Legal and 
ownership data 

Data related to land 
ownership, 
registration status, 
and governance 

Registered property 
data, non-registered 
land information, 
ownership records 

Supports land 
tenure security and 
legal governance 

Ensures clear 
ownership 
information, 
reducing tenure 
risks and 
facilitating 
investment in solar 
sites 

Territorial and 
urban planning data 

Data used for 
national and 
regional planning, 
including urban 
zoning and 
land-use 
development 
strategies 

Zoning plans, 
urban and regional 
development 
frameworks, 
sectoral strategies 
(industry, 
agriculture, 
tourism) 

Guides land-use 
planning and 
infrastructure 
development 

Identifies areas 
suitable for solar 
projects by aligning 
with existing 
zoning and 
development plans 

Environmental and 
natural resource 
Data 

Data describing 
environmental 
attributes and 
natural resources 
for sustainable land 
management 

Geological, 
hydrological, soil, 
and ecological data, 
environmental 
indicators 

Assesses 
sustainability and 
ecological impact 

Evaluates 
environmental 
suitability, 
including solar 
irradiance, to 
ensure optimal, 
low-impact site 
selection 

Socioeconomic and 
infrastructure data 

Data on population 
demographics, 
economic 
indicators, and 
infrastructure 
networks 

Population 
distribution, 
development 
metrics, economic 
activity, 
transportation, 
utilities, public 
facilities 

Supports strategic 
planning, 
investment, and 
public services 

Assesses access to 
infrastructure 
(roads, electricity) 
and potential 
impact on 
communities near 
solar installations

ecological impact, guiding site selection to maximize solar 
potential while minimizing adverse environmental effects. 
Socioeconomic and infrastructure data, encompassing popu-
lation distribution and utility access, facilitates the assess-
ment of infrastructure readiness and community impact, 
supporting equitable and socially responsible energy deploy-
ment. Together, these integrated urban data layers enable 
a robust, data-driven approach, advancing Morocco’s solar 
cadaster and contributing to its broader renewable energy 
objectives (Table 2). 

The current state of geospatial data for land-use planning 
and renewable energy initiatives in Morocco reveals crit-
ical deficiencies that impede effective, integrated decision-
making across multiple sectors. While foundational datasets, 
including cadastral maps, topographic outlines, and partial 
utility network records, provide a starting point, they 

frequently lack the accuracy, detail, and interoperability 
essential for comprehensive spatial analysis. For example, 
cadastral records often remain outdated, lacking secure classi-
fications that integrate both formal and customary land rights, 
which are vital for enhancing tenure security among land 
tenure specialists. Policymakers encounter further limitations 
due to fragmented socioeconomic datasets and the absence 
of a centralized repository, hampering efforts to integrate 
sustainable development goals into urban planning frame-
works effectively. Spatial planners, reliant on precise topo-
graphic and infrastructure data to forecast urban growth and 
identify optimal sites for solar installations, face additional 
constraints due to incomplete or insufficient datasets. This 
data scarcity extends to utility and infrastructure managers, 
who require detailed and accurate maps of utility networks 
to streamline maintenance and support service expansions.
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Table 3 A matrix outlining 
actors, data needs, and specific 
requirements for a geospatial 
data-driven cadaster system, 
focusing on urban planning and 
solar energy initiatives in 
Morocco 

Actors Existing data Data needs Specific requirements 

Land tenure specialists Cadastral maps, 
ownership records 

Updated cadastral 
boundaries, clear land 
tenure classification 

Secure, clear property 
boundaries; integration 
of both customary and 
formal land rights 

Public policy and 
governance 

Socioeconomic data, 
zoning regulations 

Centralized, integrated 
cadastral and urban 
planning data 

Reliable, up-to-date land 
data for policy-making; 
support for sustainable 
urban development 

Spatial planners Basic topography, partial 
building footprints, 
limited infrastructure 
data 

High-resolution 
topography, complete 
building footprints, 
transportation networks 

Accurate, high-quality 
spatial data; optimal 
solar site selection 

Utility and infrastructure 
managers 

Utility network layouts, 
partial maps of public 
facilities 

Full infrastructure layers 
(water, electricity, gas), 
facility details 

Comprehensive 
infrastructure mapping 
for maintenance and 
expansion; data security 
and controlled access 

Environmental agencies Green space inventory, 
natural resource maps 

Environmental impact 
data, land availability 
and usage restrictions 

Detailed resource 
constraints; ecological 
sensitivity for site 
selection 

Investment community Property maps, limited 
ownership data 

Transparent cadastral 
data, tenure risk 
assessment 

Access to reliable tenure 
information; accurate 
site data to mitigate 
investment risks 

General public/citizens Limited public facility 
information, general 
maps 

Renewable project 
locations, community 
impact data 

Transparent, accessible 
information on 
renewable energy sites 
and their community 
effects 

Table 4 Proposed system 
features Proposed system features Description and functionality 

Centralized big data repository Implementing a centralized data repository enables 
the consolidation of geospatial and cadastral 
information from multiple sources, ensuring 
consistent, accessible data for stakeholder reference 
and promoting cross-agency data interoperability. 

Blockchain technology for secure data exchange Integrating blockchain protocols within the cadaster 
system enhances data security and transaction 
transparency, ensuring auditable and secure data 
exchanges across stakeholders. This approach is 
intended to address concerns of data fragmentation 
and inconsistencies. 

Analytics for solar cadaster Analytics tools support solar energy site selection 
by identifying land parcels with optimal solar 
irradiance while also considering environmental and 
spatial constraints. This feature aligns the cadaster 
with Morocco’s renewable energy targets and 
advances informed investment decisions. 

Furthermore, the investment community, dependent on trans-
parent and reliable land tenure information, confronts incon-
sistencies that heighten tenure risks and complicate site selec-
tion for renewable energy projects. Addressing these gaps 
necessitates the development of a centralized, interoperable 
geospatial data repository that can provide comprehensive, 
accessible, and up-to-date data (Table 3). 

3.3 Proposed System Features 

The proposed system (Table 4 and Fig. 2) introduces a big 
data and geospatially driven cadaster designed to address 
essential needs for data consistency, transparency, and analyt-
ical support across land tenure, policy, spatial planning, and 
investment sectors in Morocco. We recommend establishing
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Fig. 2 Conceptual framework of 
the solar cadaster [3] 

a centralized Big Data Repository to consolidate geospatial 
and cadastral information from various sources. This initiative 
will enhance interoperability and ensure that all stakeholders 
have access to accurate and up-to-date land data. 

The repository will be pivotal in supporting policy-making, 
spatial planning, and secure investments by providing a 
unified source of truth for land information. To further 
enhance security and transparency, we propose integrating 
blockchain technology for data security. This technology will 
facilitate secure, auditable data transactions among agencies 
and stakeholders, offering significant benefits to investors by 
mitigating tenure risks. In addition, we suggest implementing 
predictive analytics for solar cadaster tools to assist in iden-
tifying optimal sites for solar energy projects. By harnessing 
big data analytics, this feature will enable spatial planners 

and investors to assess solar irradiance and environmental 
constraints, aligning site selection with Morocco’s renewable 
energy targets. 

4 Conclusion 

Our findings highlight how Morocco can transform its 
urban planning by integrating sustainable urban planning 
and renewable energy through a big data and AI-driven 
solar cadaster. The current challenges we uncovered—scat-
tered data sources, outdated systems, and poor communi-
cation between agencies—could be effectively tackled by 
creating one unified, transparent platform. By talking with 
stakeholders on the ground, we learned that combining smart
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analytics, location-based insights, and automated site analysis 
could help Morocco achieve its clean energy goals more effi-
ciently. Beyond just serving Morocco’s sustainability goals, 
this new approach could inspire other developing nations 
to modernize how they handle urban growth and land-use 
decisions by giving decision-makers and different govern-
ment departments the tools to work together with reliable, 
up-to-date information. 
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A Comprehensive Assessment of the Most 
Effective Neural Network Models for Arabic 
Sentiment Analysis 

Youssra Zahidi and Yassine Al-Amrani 

Abstract 

Sentiment Analysis (SA) involves classifying text as 
positive, neutral, or negative. Arabic Sentiment Analysis 
(ASA) faces unique challenges due to the complexity 
of Arabic language features. To address these chal-
lenges, deep learning (DL), a branch of machine learning 
(ML), employs various neural network (NN) models. 
This research evaluates the effectiveness of key NN 
models in ASA, including Artificial Neural Networks 
(ANNs), Recurrent Neural Networks (RNNs), Convo-
lutional Neural Networks (CNNs), Long Short-Term 
Memory (LSTM), Gated Recurrent Units (GRU), Atten-
tion Mechanisms, and Transformer-based models. CNNs 
excel in ASA by automatically extracting relevant features 
from text with minimal preprocessing, making them suit-
able for tasks like educational content analysis. RNNs, 
particularly LSTM and GRU, handle sequential data effec-
tively, capturing the context and nuances in long Arabic 
texts. Attention mechanisms enhance RNNs by focusing 
on relevant text parts, improving accuracy. By leveraging 
these mechanisms, transformer-based models set a new 
standard in ASA, processing text in parallel and capturing 
complex word relationships with exceptional performance. 
Our analysis shows that CNNs and LSTM models are 
highly effective for ASA. Transformer-based models are 
emerging as the leading choice for superior accuracy in 
ASA. 
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1 Introduction 

Across various social media platforms, users regularly share 
their emotions and opinions on a multitude of topics. 
However, much of this content is unstructured and lacks a 
standardized format, making it challenging to classify the 
data effectively. SA has emerged as a powerful tool to address 
this challenge, offering the capability to predict the sentiment 
expressed in text. In our exploration of ASA, we thoroughly 
evaluate a range of existing NN models to determine the most 
effective options for ASA tasks. 

DL, a pivotal branch of ML, has dramatically reshaped 
the landscape of modern problem-solving, especially in 
SA. Key advancements in this field have been driven by 
various NN models, including ANNs, CNNs, RNNs, LSTM 
networks, GRU, Attention Mechanisms, and Transformer-
based models. 

Due to its many dialects, intricate morphology, and scarcity 
of comprehensive linguistic materials, Arabic poses particular 
difficulties that are more severe than those faced by languages 
like English. Because of these aspects, ASA research is espe-
cially complex, requiring a thorough evaluation of NN models 
to determine which ones are most suited to meet the particular 
requirements of ASA. 

Although ANNs are the fundamental building blocks of 
many DL models, their more straightforward architecture may 
make it more difficult for them to handle the many subtleties of 
the Arabic language. CNNs, on the other hand, are particularly
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effective in situations when little preprocessing is required 
because of their ability to automatically identify and recog-
nize local patterns in text, such as phrases and word connec-
tions. When evaluating lengthy Arabic texts, RNNs are ideal 
for capturing the temporal characteristics of language because 
they are built to handle sequential data. The capacity of 
LSTM networks and GRU to maintain long-term relationships 
and effectively manage the computational demands involved 
in processing sequential data makes them stand out among 
RNNs versions. 

By allowing the model to focus on the most pertinent 
portions of the input sequence, attention mechanisms signif-
icantly improve the performance of RNNs and increase their 
interpretability and accuracy in sentiment classification tasks. 
Meanwhile, Transformer-based models, which capitalize on 
these attention mechanisms, have set new standards in SA 
across multiple languages, including Arabic. Their ability to 
process text in parallel rather than sequentially, combined with 
their effectiveness in capturing complex word relationships, 
makes them particularly powerful for ASA, where a deep 
understanding of language subtleties is essential. 

Our extensive evaluation aims to equip ASA researchers 
with the insights necessary to choose the most effective NN 
models for their projects, allowing them to make informed 
decisions that consider the specific challenges posed by the 
Arabic language. The remainder of this research is organized 
as follows: Sect. 2 explores the differences between simple 
NNs, ANNs, and DL models. Section 3 offers an overview of 
the NN models employed in ASA, along with a comparative 
analysis of their effectiveness. Section 4 presents a detailed 
discussion of the comparison results, and Sect. 5 concludes 
with a summary of findings and recommendations for future 
research in ASA. 

2 The Difference Between Simple ANNs, 
ANNs, and DL Models 

In the following section, we examine the distinctions between 
simple ANN, ANN, and DL models. Tables 1, 2, 3, and 4 offer 
a comparative analysis of simple ANN versus DL models 
across various criteria.

3 The Most Effective Neural Network 
Models for Arabic Sentiment Analysis 

In ASA, advanced NN algorithms like CNNs and RNNs have 
shown notable success. CNNs are effective at identifying 
local text patterns, while RNNs excel at processing sequen-
tial data, making them essential for capturing context in SA. 
Variants like LSTM networks and GRU enhance RNNs by 
addressing issues like long-term dependencies, improving the 

Table 1 Comparison between Simple ANNs, ANNs, and DL models 
based on various characteristics 

Aspect Simple ANNs ANNs DL models 

Definition Basic neural 
network models 
for simple tasks 

A broad  
category of 
neural network 
models with 
various 
architectures 

A subset of 
ANNs focused 
on complex, 
multi-layered 
networks 

Network depth Shallow (1–2 
hidden layers) 

Can be shallow 
or deep 

Deep (many 
hidden layers, 
often more than 
5 layers) 

Feature 
learning 

Basic feature 
extraction 

Basic to 
advanced 
feature 
extraction 

Hierarchical 
feature learning 
with multiple 
levels 

Training 
techniques 

Basic 
algorithms like 
gradient 
descent 

Standard 
algorithms plus 
advanced 
techniques 

Advanced 
techniques like 
Adam 
optimizer, 
dropout, etc 

Architectural 
examples 

Single-layer 
perceptron, 
shallow MLP 

Feedforward 
NNs, basic 
CNNs for 
image 
recognition, 
simple RNN 
for sequences 

ResNet for 
deep image 
classification, 
BERT for NLP 
tasks, deep 
CNNs, LSTM 

Table 2 Comparison between DL and simple NNs Models at the level 
of complexity 

Criterion Simple NNs DL models 

Parameters Fewer parameters, 
with weights and 
biases for each 
connection 

Significantly more 
parameters 

Complexity Less complex, less 
computationally 
demanding 

More complex, 
requires more 
resources and 
computation due to 
layers and parameters 

Model examples Perceptron, simple 
feedforward network 

Autoencoders, CNN, 
RNN with multiple 
layers 

Autoencoders – Detect anomalies, 
compress data, and 
facilitate generative 
modeling

analysis of lengthy texts. By concentrating on important input 
segments, attention mechanisms improve the accuracy and 
interpretability of sentiment models. By using attention to 
process text in parallel, transformer-based models like BERT 
capture intricate word relationships and establish new bench-
marks in SA. This research compares these advanced tech-
niques (CNNs, RNNs (including LSTM and GRU), Attention
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Table 3 Comparison between DL and simple NNs Models at the level 
of model training 

Criterion Simple NNs DL models 

Training speed Faster training Longer and more 
expensive training 

Learning capability Limited to simple 
tasks 

Capable of learning 
complex models and 
handling 
sophisticated tasks 

Resources and data Less 
resource-intensive, 
smaller datasets 

Requires more 
resources and larger 
datasets for training 

Table 4 Comparison between DL and simple NNs Models at the level 
of model performance 

Criterion Simple NNs DL models 

Problems Solves basic 
problems like simple 
pattern recognition 

Effective for complex 
tasks like NLP, 
speech recognition, 
and processing large 
data volumes 

Task types Basic pattern 
recognition, and 
information 
classification 

Complex tasks such 
as NLP, speech 
recognition, etc

Mechanisms, and Transformer-based models) with traditional 
ANNs to determine their effectiveness in ASA, focusing on 
accuracy, computational efficiency, and generalization across 
datasets.

3.1 Artificial Neural Network 

The ANN, the most basic type of NN, is distinguished by 
its simple feedforward architecture, which makes it easy to 
understand and simple. Information flows from input nodes 
through hidden layers to the output node in a single direction. 

3.2 Convolutional Neural Network 

Renowned for its efficacy, the CNN is a potent model with one 
or more convolutional layers that are essential for identifying 
spatial hierarchies in data and have shown particular utility in 
ASA. 

3.3 Recurrent Neural Network 

The RNN, being more complex, processes data in both 
directions and is designed to handle sequences of varying 

lengths by using its internal memory cells to learn from past 
information and make predictions. Among RNNs. 

3.4 Long Short-Term Memory 

The LSTM network stands out for its ability to learn long-term 
dependencies and manage lengthy sequences, which has made 
it a prominent choice for advanced SA tasks in contemporary 
research. 

3.5 Gated Recurrent Units 

The GRU similar to LSTMs but with a simplified architecture. 
Balances performance and computational efficiency. 

3.6 Attention Mechanisms 

Allows models to focus on specific parts of the input sequence, 
improving the representation of important words or phrases, 
enhancing sentiment classification. 

3.7 Transformer-Based Models 

Uses an attention-based architecture revolutionizing natural 
language processing. Models like BERT, GPT, and RoBERTa 
pretrain on large text corpora and fine-tune for specific tasks. 
BERT captures the context from both left and right, making 
it powerful for SA. 

Table 5 illustrates the various criteria for evaluating these 
neural network models. From this table, we can conclude that 
every neural network model has its distinct features.

4 Results and Discussion 

The effectiveness of neural network techniques in SA is a 
subject of significant interest, particularly given the advance-
ments in DL architectures. In our comprehensive assessment, 
we explored several key models: ANN, CNN, RNN, LSTM 
networks, GRU, Attention Mechanisms, and Transformer-
based models. Each of these models has unique benefits, and 
choosing the best strategy for SA tasks requires an awareness 
of both their advantages and disadvantages. 

Because of their simpler architecture, which typically 
consists of a few fully connected layers, ANNs are the foun-
dation of DL and have been widely applied across various 
domains, including SA. However, while ANNs can perform 
adequately on simpler tasks, they often struggle to capture the
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complexities of sequential or spatial data, which are common 
in SA. For example, ANNs may not be able to accurately 
model the dependencies between words in a sentence, which 
results in less accurate sentiment classification. For SA tasks, 
more sophisticated models, such as CNNs and RNNs, are 
usually preferred. 

Given their capacity to automatically extract significant 
features from textual input, CNNs have shown themselves 
to be especially successful in SA. Their architecture is 
highly suited for applications where the spatial structure of 
data is crucial because it is made to detect local patterns, 
including phrases and word relationships. With little to no 
preprocessing, CNNs are excellent at identifying sentiment-
indicating patterns, such as particular word pairings or n-
grams, in SA. CNNs are very useful in fields like education, 
where they can accurately classify feelings in reviews or feed-
back due to their capacity to handle massive volumes of data 
and detect important elements. 

RNNs are perfect for SA tasks that require comprehending 
the temporal context of text because they are made to handle 
sequential data, especially their variants like LSTM and GRU. 
The ability of RNNs to retain information over time, in 
contrast to CNNs, is essential for analyzing lengthy texts or 
sequences in which the meaning of one word in a sentence 
affects that of subsequent words. Long-term dependencies are 
particularly well-captured by LSTM networks, which guar-
antees that crucial information is preserved as the sequence 
develops. Because of this, LSTMs are especially helpful for 
tasks like evaluating lengthy reviews or feedback in educa-
tional settings. Even though GRUs are easier to use and 
require less computing power than LSTMs, they are still very 
effective at processing sequential data, which makes them a 
good substitute for many SA tasks. 

RNNs have been greatly improved by attention mecha-
nisms, which enable models to selectively focus on the most 
pertinent portions of the input sequence, improving the inter-
pretability and accuracy of sentiment classification, especially 
in tasks that demand a thorough comprehension of context. 
For instance, in SA of educational texts, where the sentiment 
may depend heavily on specific parts of the input, attention 
mechanisms can help the model prioritize these key segments, 
leading to more accurate sentiment predictions. 

Transformer-based models, which leverage attention 
mechanisms, have revolutionized SA by setting new bench-
marks across various languages, including Arabic, English, 
German, French, and Turkish. Unlike RNNs, which process 
text sequentially, transformers process text in parallel, 
allowing them to capture complex relationships between 
words more effectively. This parallel processing capability, 
combined with their ability to understand context at a gran-
ular level, makes transformers the state-of-the-art model for 
SA. Their exceptional performance across various tasks, 
including SA, has made them the preferred choice for 

researchers aiming to achieve the highest accuracy. Trans-
formers’ ability to generalize well across different languages 
and tasks further cements their status as the cutting-edge 
approach in the field. 

Overall, our analysis shows that CNNs and LSTM 
networks have gained popularity in the field of ASA because 
of their superior performance, even though each of these NN 
models has advantages and uses in SA. Transformer-based 
models are the go-to option for sentiment classification 
tasks in the modern era, offering unparalleled accuracy 
and efficiency, and have recently emerged as the most 
advanced approach, demonstrating remarkable success and 
setting a new standard for SA across multiple languages. 
SA researchers and practitioners should evaluate these 
models according to the particular requirements of their 
tasks, striking a balance between the need for accuracy, 
computational efficiency, and the ability to handle complex 
and diverse data. 

5 Conclusion 

To sum up, this study carefully examined and assessed the 
best neural network models for ASA, offering a thorough 
analysis of the unique traits and advantages of each model. 
Based on the particular needs and difficulties of ASA, our 
analysis provides researchers and practitioners with insightful 
information that helps them choose the best model for their 
SA task. 
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In-Depth Evaluation of Leading Neural 
Network Models with Word Embedding 
Approach for Arabic Sentiment Analysis 

Youssra Zahidi and Yassine Al-Amrani 

Abstract 

The expansion of social media platforms has given users 
a powerful platform to express their opinions on a wide 
range of topics, significantly influencing the field of senti-
ment analysis (SA) within natural language processing 
(NLP). While SA is essential for deriving insights and 
informing decision-making based on public sentiment, it 
encounters specific challenges with the Arabic language 
due to its diverse dialects and complex morphology. 
Deep learning (DL) techniques, particularly convolutional 
neural networks (CNNs) and long short-term memory 
(LSTM) networks, have greatly improved SA by capturing 
critical features more effectively than traditional machine 
learning (ML) approaches. This paper explores two key 
architectures: the CNN approach, which utilizes the Fast-
Text word embedding model, and the LSTM approach, 
also incorporating FastText, for Arabic sentiment anal-
ysis (ASA). The study assesses the performance of these 
models across two distinct datasets and validates the find-
ings of prior comparative research. The results show that 
both models perform robustly, with higher classification 
accuracy observed on the first dataset compared to the 
second, reinforcing the conclusions drawn from earlier 
research in aspect-based sentiment analysis. 
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1 Introduction 

Recently, popular social networks like Twitter, Instagram, and 
Facebook have attracted a large user base, enabling inter-
active communication and collaboration. These platforms 
allow people to express their sentiments using various forms 
of social data. The daily production of substantial data on 
social networks reflects audience sentiment on diverse topics 
such as social issues, business, and politics. Social data 
is often “unstructured,” “informal,” and “rapidly evolving,” 
making traditional analysis methods resource-intensive and 
time-consuming to apply. 

SA, also known as opinion mining, aims to discern the 
attitudes of users within a social network towards specific 
subjects or events [1]. It can be conducted at various levels, 
including word, sentence, document, and topic levels. 

Our research primarily focuses on analyzing sentiment at 
the sentence level for Arabic text [2], aiming to determine 
whether users’ sentences convey a positive or negative senti-
ment. However, the complex structure, rich morphological 
system, ambiguity, insufficient resources, and the presence 
of varying dialects in the Arabic language present numerous 
challenges and obstacles to advancements in ASA [3]. 

DL [4] techniques, particularly CNNs LSTM networks, 
have revolutionized SA by adeptly capturing and interpreting 
complex features with exceptional precision and depth. These 
sophisticated models exceed the capabilities of traditional 
machine learning (ML) methods by revealing subtle patterns 
and relationships within the data, resulting in notably more 
accurate and insightful sentiment classification. This research
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aims to validate and showcase the effectiveness of two DL 
architectures using the FastText [5] word embedding model: 
the CNN approach and the LSTM approach for ASA [6– 
8]. Our study builds on previous research, categorized into 
comparative and practical studies. This paper, as a prac-
tical study, complements a series of comparative evaluations 
conducted at various level. 

We focused on our previous deep studies, which can be 
categorized into two types: a “comparative study” and a 
“practical study”. 

Our research paper, serving as a practical study, comple-
ments a series of comparative assessments conducted at 
various levels: 

The comparative study includes the following evaluations:

• Comparison of neural network models used in SA in 
Arabic: In the study [9], we performed a thorough 
comparison and analysis of different neural network 
models. This evaluation revealed that, among other algo-
rithms, “CNN” and LSTM demonstrate several advan-
tages in the ASA domain, yielding noteworthy perfor-
mance outcomes.

• Evaluation of word embedding models for SA in Arabic: In 
the work [10], we thoroughly explored the subject of word 
embedding models, especially their relevance in the field 
of ASA. Our evaluation study revealed that “FastText” 
emerges as the most effective word embedding model, 
producing highly favorable results, thus underlining its 
significance in ASA. 

This study explores two DL architectures for ASA: a 
CNN model combined with FastText and an LSTM model 
also utilizing FastText. The primary objective is to validate 
the effectiveness of these architectures. Our experimental 
results confirm that both the CNN and LSTM approaches, 
when used with FastText embedding, significantly enhance 
the accuracy of Arabic text classification across two sepa-
rate datasets. This confirmation supports the conclusions 
of our earlier research, highlighting the efficacy of Fast-
Text. By incorporating these advanced features, we aim to 
further improve ASA by leveraging the strengths of CNN 
and LSTM models alongside the efficient FastText embed-
ding technique. 

The remaining sections of this paper are structured as 
follows: Sect. 2 outlines the proposed architectures. Section 3 
details the experimental results, including an in-depth evalu-
ation of the two architectures: CNN with FastText and LSTM 
with FastText. Section 4 delves into a thorough discussion of 
the obtained experimental results, and Sect. 5 concludes our 
research work. 

2 Proposed Architectures 

To classify Arabic text effectively, the recommended architec-
tures leverage both the CNN and LSTM approaches, utilizing 
the FastText word embedding model. Figures 1 and 2 illustrate 
the various steps involved in these proposed architectures, 
showcasing the processes that enable accurate sentiment 
classification. 

2.1 Data Collection Phase 

The datasets used in our approach are:

• The First Dataset [11]: We used an open-access dataset 
specifically gathered for SA of Arabic dialect social media 
posts. This dataset contains approximately “52,155” 
tweets, which are divided into three primary sentiment 
categories: “Positive”, “Neutral”, and “Negative”. It is 
noteworthy that the majority of these tweets are labeled 
as Neutral (Table 1 and Fig. 3).

Fig. 1 The first architecture: CNN approach with FastText 

Fig. 2 The second architecture: LSTM approach with FastText 



In-Depth Evaluation of Leading Neural Network Models with Word Embedding Approach … 177

Table 1 Number of tweets per label for sentiment analysis of the first 
dataset 

Sentiment 
analysis 

Positive Negative Neutral 

Number of 
tweets 

6777 15,362 30,016 

Fig. 3 The class frequencies pie chart of the first dataset 

Table 2 Number of comments per label for sentiment analysis of the 
second dataset 

Sentiment analysis Positive Negative 

Number of comments 3673 6581

• The Second Dataset [12]: The dataset used in our 
ASA assessment comprises 10,254 comments extracted 
from Arabic Facebook discussions related to the 2016 
Moroccan elections. These comments are written in both 
Standard Arabic and the Moroccan dialect (Table 2 and 
Fig. 4). 

2.2 Data Preprocessing and Cleaning 

This phase focuses on filtering the extracted and selected data 
before analysis, identifying, and removing “non-textual” and 
“irrelevant” content from the research domain. To prepare 
the data for classifier treatment, several steps are followed 
based on a suggested architecture and methodology. The 

Fig. 4 The class frequencies pie chart of the second dataset 

pretreatment process includes “Cleaning,” “Normalization,” 
“Tokenization,” and “Stemming.” During cleaning, incorrect 
or missing records are corrected, and “extra white spaces,” 
“null values,” and “foreign characters” like non-Arabic digits 
and punctuation marks are removed. Normalization converts 
Arabic text to its basic form by replacing “hamza” in Arabic 
letters (آ ٱ  the letter ,(ي :ya) shorten alif” with“ ,(ا) with (إ, أ, 
(ta: ة) with (ha: ه), and removing the “tatweel character” and 
“diacritics.” Tokenization splits sentences into “tokens” by 
identifying word boundaries, primarily using white spaces. 
Stemming reduces words to their root form by removing “pre-
fixes” and “suffixes.” The NLTK library, a free toolkit for 
NLP designed for Arabic and other languages, is utilized in 
this process. 

2.3 Data Representation 

In this study, data representation is adeptly managed using 
the FastText [13, 14] word embedding model, which plays 
a crucial role in structuring the data for advanced analysis 
and processing. Unlike traditional models, FastText interprets 
words as compositions of character-level “n-grams,” breaking 
them down into smaller “sub-word” units and associating each 
“n-gram” with a distinct vector. The comprehensive word 
representation is achieved by aggregating these vectors. This 
method allows FastText to capture intricate semantic relation-
ships between words that share common character sequences, 
providing a richer understanding of their meanings. Addi-
tionally, FastText excels in generating embedding for rare or 
unseen words by synthesizing the vectors of their constituent 
“n-grams” derived from known character sequences. The 
specific steps and procedures for implementing FastText are 
detailed in Table 3.
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Table 3 Our main steps to use FastText 

Steps Description 

First 
step 

For facilitating the work with FastText, 
download a pre-trained model of pre-formed 
Arabic word vectors called “cc.ar.300.vec.” 
This model exhibits the following 
characteristics: 

Download and installation https://dl.fbaipublicfiles.com/fasttext/vec 
tors-crawl/cc.ar.300.wave.gz and unpack 
it 

Number of queryable words 2,000,000 

Character encoding UTF-8 (Unicode) 

Word space size 1.2 Go 

Dimension embedding 300 

Second 
step 

The pre-trained model is loaded to extract word vectors, leveraging the FastText model’s predefined format for this purpose 

Third 
step 

The embedding layer utilizes the embedding 
matrix, which contains the weights 
corresponding to each word in the training 
data. This process involves: 

Listing each word individually that was present in the tokenized word index of the 
training dataset 

Finding the embedding weight for each word by fetching the corresponding weight 
from the FastText model 

2.4 Classification 

Text classification involves categorizing Arabic text based on 
its content, typically using DL methods. Our study focuses 
on CNNs and LSTM networks combined with the FastText 
word embedding model. We aim to optimize this classifica-
tion model to demonstrate the effectiveness of these architec-
tures on two different datasets to confirm the results of our 
comparative studies previously conducted. 

CNNs [15] are renowned for their effectiveness and are 
widely used across various domains, including automatic 
speech recognition (ASR). This computational framework 
includes one or more convolutional layers, which may be 
fully connected, and employs multiple layers of perceptrons. 
CNNs are particularly adept at handling data structured in a 
grid format, such as images. Unlike traditional ML methods 
that depend on predefined descriptors for classification, CNNs 
can learn and extract task-specific descriptors during training. 
This capability eliminates the need for manual feature engi-
neering and enhances the efficiency and broad adoption of 
CNNs. 

LSTM [16], a neural network algorithm used in DL and 
artificial intelligence, features a cell and “input,” “output,” 
and “forget” gates. These gates control the flow of infor-
mation into and out of the cell, enabling it to maintain 
values over varying periods. Unlike conventional feedforward 
NNs, LSTMs include feedback connections, making them 
highly suitable for classifying, processing, and forecasting 
time series data. They can effectively manage lags of different 
durations between significant events in a time series. 

LSTMs were developed to address the “vanishing gradi-
ent” problem encountered in training traditional RNNs. They 
offer several advantages, including a relatively low sensi-
tivity to gap length, which exceeds the capabilities of Markov 
models and other sequence learning methods in many appli-
cations. 

2.5 Evaluation 

The classifier’s performance is evaluated using the accuracy 
metric, which measures the quality of its predictions. Accu-
racy reflects how accurately the classifier assigns the correct 
class labels to the input data, offering a clear indication of its 
overall effectiveness.

• Accuracy: It is a metric that measures the percentage of 
correctly classified entities in a dataset, represented as the 
ratio of correctly classified entities to the total number of 
entities. 

Accuracy = Correct Predictions 
Total Number 

3 Experimental Results 

This experiment aims to showcase the classification outcomes 
achieved by configuring the CNN parameters using two 
different datasets. To establish the parameters, we employ 
the training set (80%, comprising 41,724 comments) and 
the testing set (20%, comprising 10,431 comments) for the 
first dataset. Besides, the training set (80%, comprising 
8,203 comments) and the testing set (20%, comprising 2,051 
comments) in the second dataset. 

The results can significantly differ depending on the 
various combinations of CNN parameters employed during 
the classifier run. The key parameters used are outlined in 
Table 4.

To determine the optimal parameter values for achieving 
significant accuracy, Table 5 displays the results as validation 
accuracy percentages (%) for two datasets, evaluated across 
various epochs and batch sizes.

https://dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.ar.300.wave.gz
https://dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.ar.300.wave.gz
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Table 4 The major parameters employed in our study 

The major parameters Signification Values 

Epochs This is the number of 
iterations 

10, 20, 30, 40 

Batch size This is the number of 
samples per gradient 
update 

100, 250, 500 

Classification 
accuracy 

This is a method to be 
applied to evaluate 
the results 

Val accuracy 

Optimizer This is a method to 
adjust the weights 
according to the input 
values 

Adam

3.1 Analysis of CNN with FastText 
Classification Results 

Experiment Results Analysis of the Classification of CNN 
with FastText in the First Dataset:

• The first dataset consistently achieves high validation 
accuracy, generally stabilizing around 84%.

• The highest validation accuracy (84.4%) is achieved with 
a batch size of 500 after 20 epochs.

• Smaller batch sizes (100 and 250) also perform consis-
tently well.

• Performance shows good consistency across various batch 
sizes and epochs. 

Experiment Results Analysis of the Classification of CNN 
with FastText in the Second Dataset:

• The second dataset shows more variation in validation 
accuracy compared to the first.

• The highest validation accuracy (78.3%) is achieved with 
a batch size of 500 after 40 epochs.

• Performance is generally better with larger batch sizes, 
though it fluctuates more. 

Comparative Summary of the Results in the First and Second 
Datasets:

• First Dataset: It achieves higher and more stable accuracy, 
peaking at 84.4% with a batch size of 500 after 20 epochs.

• Second Dataset: It shows more variability with a peak 
accuracy of 78.3% with a batch size of 500 after 40 epochs. 

In general, the first dataset performs consistently well 
across different configurations, while the second dataset bene-
fits more from larger batch sizes and longer training. This anal-
ysis helps in understanding the optimal training strategies for 
each dataset, suggesting that the first dataset might not need as 
many epochs or as large batch sizes to achieve high accuracy, 
whereas the second dataset requires more epochs and larger 
batch sizes for optimal performance. 

3.2 Analysis of LSTM with FastText 
Classification Results 

Experiment Results Analysis of the Classification of LSTM 
with FastText in the First Dataset in the First Dataset:

• The first dataset consistently achieves high validation 
accuracy, with all values above 83%, stabilizing around 
84%.

• The highest validation accuracy (84.2%) is achieved with 
a batch size of 250 after 20 epochs.

• Smaller batch sizes (100 and 250) tend to perform better 
than the largest batch size (500).

Table 5 Classification results of CNN and LSTM approaches with FastText using Adam optimizer based on two various datasets 

Epochs 10 20 30 40 

Batch Size 100 250 500 100 250 500 100 250 500 100 250 500 

Val_ 
Accuracy of 
CNN 
classification 
(%) 

First 
dataset 

84.1 84.1 83.8 83.5 83.7 84.4 84 84.1 83.9 84.2 83.9 84 

Second 
dataset 

77.8 77.1 77.5 77.6 77.5 78 77.8 77.8 77.8 77.3 77.7 78.3 

Val_ 
Accuracy of 
LSTM 
classification 
(%) 

First 
dataset 

83.9 84.1 83.4 84 84.2 84 84.1 83.9 84.1 84.1 84.1 84.0 

Second 
dataset 

80 77.5 77 78.8 76.2 76.8 78.1 76.4 76.9 78.4 76.9 77.1 
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Experiment Results Analysis of the Classification of LSTM 
with FastText in the First Dataset in the Second Dataset:

• The second dataset shows more variation in validation 
accuracy compared to the first dataset.

• The highest validation accuracy (80%) is achieved with a 
batch size of 100 after 10 epochs.

• Performance tends to decrease with larger batch sizes and 
more epochs, indicating potential overfitting or suboptimal 
learning rates.

• The optimal performance is observed with a batch size of 
100 at earlier epochs, suggesting smaller batch sizes might 
be more effective for this dataset. 

Comparative Summary of the Results in the First and Second 
Datasets:

• First Dataset: It shows higher and more stable accuracy 
across different configurations, with an optimal batch size 
of 250 and 20 epochs.

• Second Dataset: It exhibits more variability with optimal 
performance at a smaller batch size (100) and fewer epochs 
(10). 

The analysis suggests that while both datasets can achieve 
high accuracy, their performance depends significantly on 
batch size and epochs. The first dataset performs best with 
a moderate batch size and epochs, whereas the second 
dataset performs better with a smaller batch size and fewer 
epochs, indicating different optimal training strategies for 
each dataset. 

4 Discussion 

This comparative study emphasizes the choice of CNN and 
LSTM for their notable advantages and high performance in 
ASA field. It is important to note that other neural network 
models might also offer benefits in this domain. The evalu-
ation employed the FastText word embedding model, with 
experiments designed to describe and assess two specific 
architectures: CNN with FastText and LSTM with FastText. 
These architectures were tested using the renowned Adam 
optimizer, exploring various parameters such as epochs (10, 
20, 30, 40), batch sizes (100, 250, 500), and classifica-
tion accuracy across two different datasets to validate their 
effectiveness and relevance in ASA. 

The following section delves into the results from the 
CNN with FastText experiments, uncovering several key 
trends. For the first dataset, the highest validation accu-
racy was 84.4%, achieved with a batch size of 500 after 

20 epochs. In contrast, the second dataset reached its peak 
validation accuracy of 78.3% with a batch size of 500 after 
40 epochs. Generally, validation accuracy increases with the 
number of epochs for both datasets, though this trend is 
inconsistent and varies with batch size. The first dataset 
shows stable performance with minor fluctuations around its 
maximum value, while the second dataset experiences more 
significant variations. 

In the subsequent section, the results from the LSTM with 
FastText experiments are analyzed, leading to the following 
conclusions: For the first dataset, the highest accuracy of 
84.20% was achieved with a batch size of 250 after 20 epochs. 
Accuracy generally stayed above 83%, with slight fluctuations 
and batch sizes of 100 and 500 also produced relatively high 
accuracies. In the second dataset, the highest accuracy of 80% 
was achieved with a batch size of 100 after 10 epochs. Accu-
racy varied across epochs and batch sizes, with smaller batch 
sizes yielding the highest accuracy. 

The first dataset consistently showed slightly higher accu-
racies across various batch sizes and epochs when comparing 
the two datasets. However, the differences in accuracy 
between the two datasets were minimal, indicating compa-
rable performance. 

5 Conclusion 

In this evaluation, we analyzed the performance of CNN 
and LSTM networks with the FastText embedding model 
for ASA. Our experiments showed that both CNN and 
LSTM models improve text classification accuracy across two 
datasets. Notably, the first dataset achieved higher accuracy 
than the second with both architectures. 
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Abstract 

Multi-touch attribution (MTA) has emerged as an impera-
tive analytical framework in marketing analytics, driving 
the strategic optimization process through accurate attri-
bution insights in the context of the widening complexities 
of digital consumer behavior. The following bibliometric 
analysis explores research relevant to MTA, including 
patents, theses, conference proceedings, and journal arti-
cles published from 2010 to 2024, to present an outlook 
on significant development, critical methodologies, and 
shifting trends. Conclusions point to a radical shift from 
the rule-based traditional approaches to more AI-enhanced 
data-driven methods by machine learning and sophisti-
cated statistical techniques that will continue to enhance 
predictive accuracy. Further, blockchain technologies have 
also been underlined among factors enhancing data privacy 
in MTA systems. Prominent contributors include Kannan, 
Li, and Pauwels. Publicly available datasets, such as those 
published by Criteo, have catalyzed immense method-
ological innovation and provided empirical evidence for 
model development. Despite these many works, several 
challenges remain in model interpretability, data quality, 
and privacy considerations within MTA applications. 
Future research will likely concentrate on federated 
learning, privacy-preserving analytics, and real-time data 
processing, enabling further improvements to the MTA 
framework. This research combines updated information 
about MTA, serving as primary material for scholars in 
delimiting potential ways to improve the methodology of 
MTA in digital marketing. 
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1 Introduction 

Measuring marketing campaign effectiveness and deter-
mining optimal marketing spending have always been crit-
ical topics for marketing academicians and practitioners [1]. 
Indeed, digital marketing has made customer purchase cycles 
more complex and generated vast amounts of information at 
the level of individual users [2]. This shift has led to increased 
studies related to multi-touch attribution (MTA) modeling 
during the 2010s. 

Multi-touch attribution modeling is defined by [3] as “an 
advertising measuring technique that scores the value of each 
touch point (viewing an advertisement) leading to conver-
sion (sale of the product).” The attribution modeling devel-
opment has moved from simple single-touch models, such as 
the last-touch model, which attributes credit to the very last 
touch before conversion, to rule-based heuristic models, an 
example being the time decay model that favors touches that 
occur closer to the conversion time. Further developments led 
to more complex data-driven approaches incorporating statis-
tical techniques and machine learning to handle the complex-
ities of marketing communications and customer journeys, 
thus facilitating the prediction of future interactions or sales 
[4]. As this model helps form marketing decisions, the impor-
tance of using accurate data to support and improve deci-
sions is again similar to more prominent theories of decision-
making [5]. Initial investigations into MTA predominantly 
focused on forecasting outcomes through diverse method-
ological approaches, such as logistic regression [6, 7], Markov 
chain models [8, 9], survival analysis [10, 11], and the Shapley 
value [12]. Since 2018, a significant trend has emerged toward
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integrating artificial intelligence (AI) and machine learning in 
MTA research [13–16]. 

This research provides an overarching review of the current 
state of scholarship within this emerging field. We define crit-
ical terms for a shared understanding and outline the core 
database used to conduct our analysis. From there, we explore 
current trends in research, identify the leading authors in the 
field and their critical publications, and examine the evolu-
tion of attribution modeling methods, highlighting the most 
influential approaches today. This approach will enable us 
to address the following four basic questions: What are the 
contemporary research directions and established method-
ologies in multi-touch attribution? What are the leading 
academic and scientific contributors in the MTA area? Which 
are the most common methodologies used to derive MTA 
models? How have the methods of attribution modeling in 
the discipline developed over time? 

2 Definitions 

With all the different ways one might define key terms 
inherent in multi-touch attribution, which can lead to confu-
sion, especially for those just entering the field, we attempt to 
establish a set of coherent and constant definitions. 

Attribution: Based on varied definitions [4, 17, 18], attribu-
tion in marketing is an analytics-driven process that involves 
identifying, assessing, and placing value on the various touch-
points and interactions along the customer journey respon-
sible for desired outcomes such as conversions. It applies 
advanced analytical methods to correctly attribute credit to 
each marketer’s touch. It thus helps marketers optimize their 
strategies and better allocate budgets, considering the impact 
of various marketing touches on changing consumer behavior 
and conversion rates. 

Attribution modeling is an analytical process wherein the 
credit for customer conversions is attributed to the touchpoints 
in the customer journey. It deploys advanced analytics that 
measures the effectiveness of every online or offline inter-
action in driving a customer’s desired actions. Identifying 
and quantifying various channels and touchpoints with their 
respective contributions facilitates strategic marketing deci-
sions for resource optimization across the conversion path 
[19–22]. 

Multi-touch attribution is an analytics approach responsible 
for measuring the effectiveness of different advertising touch-
points in driving conversion and tracking users’ cross-device 
and cross-format interaction. This approach assigns the value 
of a conversion to multiple touchpoints, thereby enabling thor-
ough ROI evaluation at the individual touchpoint level. The 
importance of MTA has grown because, through it, granular 

insights about advertising effectiveness are made possible, 
which helps refine marketing strategies. [3, 23–25]. 

Touchpoint and credit allocation: Touchpoints refer to 
engagements between a consumer and a brand across different 
mediums, such as advertisements or social media content; 
every touchpoint is assigned a contribution probability. These 
probabilities may be compiled based on specific attributes of 
the touchpoint (for instance, channel, positioning, or creative 
element) to establish a cumulative weight for that attribute. 
Giving these touchpoints “credit” requires assigning a value 
or weight to each component, such as a channel, creative 
element, or even an interaction with a search ad, depending 
on the dimension used by the individual or organization 
conducting the attribution [23]. 

3 Methodology 

We developed an extensive database of scholarly articles 
related to multi-touch attribution by combining the functional-
ities of Zotero and Publish or Perish (PoP) software programs. 
Zotero is a free, open-source application that allows users to 
gather, organize, and cite research sources while capturing 
detailed, nuanced bibliographic information such as publica-
tion types, author(s), title, abstract, and publisher. PoP, devel-
oped by Harzing in 2007, is a software program for citation 
analysis. It retrieves data from sources such as Google Scholar 
and Scopus and then calculates metrics, including the H-index 
and total citations. 

In this review, 203 MTA publications and patents were 
collated from academic databases: Google Scholar, Scopus, 
Web of Science, ProQuest, and Google Patents using the 
Zotero connector. Additional citation data was pulled from 
Google Scholar using Publish or Perish via the query 
below, limited to 200 entries: (“Multi-Touch Attribution” OR 
“Multitouch Attribution” OR “Attribution Modeling” AND 
(“Marketing” OR “Advertising” OR “Digital Marketing” OR 
“Online Marketing”) OR “Digital Marketing Attribution” 
OR “Online Marketing Attribution”). This query allowed 
coverage by focusing on spelling variants, narrowing the 
context to relevant areas for marketing, and narrowing the 
applications down to digital marketing. Comparing Zotero 
and PoP datasets using Python’s “pandas” and “re” libraries 
yielded 93 unique PoP publications added manually to Zotero. 
So, the total expanded to 296 records. Refining that dataset 
to include only items with the word ‘attribution’ in the title 
or abstract reduced the count to 191. These entries were then 
merged using "FuzzyWuzzy" fuzzy matching with a simi-
larity threshold above 80 percent. This process produced 
the final dataset used in this review: a CSV file containing 
191 publications and patents dating from 2010 to 2024. Of
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Fig. 1 Methodological framework for constructing the research 
database 

these, only 73 publications are Scopus-indexed journal arti-
cles and conference papers, nearly 38 percent of all publi-
cations included. Critical data fields include, among others, 
publication type, year, author, title, abstract, citation count, 
and further metadata (Fig. 1). 

4 Results 

4.1 Trends in Publication Types and Counts 
Over Time 

We selected our database’s “year” and “publication Type” 
columns. We inserted a pivot table to count the occurrences 
of each type of publication from 2010 to 2024. We sorted the 
data by the publication year in ascending order to generate 
the stacked column chart below. 

Figure 2 illustrates the growth and diversification of publi-
cations in MTA research from 2010 to 2024, with a marked 
increase beginning in 2014 and a peak in 2022 at 32 publi-
cations. Initially, contributions were minimal, with only one 
or two works published annually between 2010 and 2013. 
Over the years, publication types have diversified, as shown 
by the cumulative representation of categories, including 
journal articles, conference papers, patents, theses, preprints, 
and book sections. Between 2010 and 2024, 64 journal arti-
cles were published, of which 39 were indexed in Scopus, 
amassing 2697 citations—evidencing substantial academic 
impact. Conference papers reached 31, with 30 being indexed 
in Scopus and 721 citations, thus underlining their relevance 
to the field. The 38 patents produced during this period, 
which generated 570 citations, indicate commercial potential, 

with significant contributors such as Adobe Inc. (12 patents) 
and Google Inc. (5 patents) [26, 27]. Preprints, totaling 14, 
received 292 citations, suggesting the field’s interest in prompt 
dissemination of findings. Five book sections were published, 
and four were indexed in Scopus, collectively gathering 31 
citations. The growth in the volume of patents indicates the 
trend toward commercialization and industrial applications in 
MTA research. At the same time, the steady increase in journal 
articles and conference proceedings points to continued theo-
retical and academic interest. As of 2024, two preprints and 
four journal articles have already been published, one of 
which is indexed in Scopus [28]. Thus, the upward momentum 
in MTA research continues, signaling a growing field.

4.2 Public Datasets Utilized in MTA Studies 

To identify research articles using Criteo’s databases, we used 
the “Keyword” feature in Publish or Perish (PoP). We entered 
a query with the keywords “Criteo,” “Criteo dataset,” “multi-
touch attribution,” and “marketing attribution.” We exported 
the results into a CSV format and then imported them into 
Google Sheets for processing. We cleaned up the data set by 
removing those publications that mentioned Criteo without 
using the company’s data. The dataset was sorted in ascending 
order by the publication year (Pub Year). We also included 
three other columns, which are publication type (Pub Type), 
“Author (s),” and “dataset name.” 

Table 1 shows a chronological overview of the critical 
publications on MTA research using Criteo public datasets 
for 2017–2024. In 2017, [29] introduced the “Criteo Attribu-
tion Modeling for Bidding Dataset,” demonstrating that inte-
grating attribution modeling into bidding improves display ad 
efficiency. Further studies in 2018 and 2020 using this dataset 
were conducted by [30], where a model using sequence-to-
sequence prediction combined with attention mechanisms to 
capture user behavior yielded significant performance gains, 
while [31] proposed CAMTA, which is a deep recurrent 
model enhances the accuracy of per-channel attribution while 
reducing the bias. In 2020 and 2021, respectively, [32, 33] 
presented an optimization methodology and reinforcement 
learning frameworks using a standard data basis to enhance 
attribution tasks in a budget constraint. In 2022, [34] worked  
on improving marketing returns using a machine learning-
based model for B2B and B2C lead scoring, and [35] proposed 
causal MTA due to user confounding bias. The “Criteo Uplift 
Prediction Dataset” was proposed in 2023 [36] to estimate 
the causal effects of ads from a non-traditional attribution 
approach. In 2024, [37] proposed DCRMTA, which intro-
duces causal features in large-scale behavior data using the 
“Criteo 1TB Click Logs dataset.” Last but not least, [38] 
proposed a contextual bandit model for optimizing ad bids
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Fig. 2 Publication trends and 
types in MTA Research 
(2010–2024)

Table 1 Chronological 
overview of publications utilizing 
Criteo datasets (2017–2024) 

Pub type Author(s) Year Dataset name 

Conference paper Diemert, E. et al. 2017 Criteo Attribution Modeling for Bidding 
Dataset 

Conference paper Ren, K. et al. 2018 Criteo Attribution Modeling for Bidding 
Dataset 

Conference paper Kumar, S. et al. 2020 Criteo Attribution Modeling for Bidding 
Dataset 

Conference paper Bompaire, M. 
et al. 

2020 Criteo Attribution Modeling for Bidding 
Dataset 

Conference paper Malik, M. et al. 2021 Criteo Attribution Modeling for Bidding 
Dataset 

Conference paper Yao, D. et al. 2022 Criteo Attribution Modeling for Bidding 
Dataset 

Thesis (Ph.D.) Bhatta, I 2022 Criteo Attribution Modeling for Bidding 
Dataset 

Preprint Betlei, A. et al. 2023 Criteo Uplift Prediction Dataset 

Preprint Bompaire, M. 
et al. 

2023 Criteo Attribution Modeling for Bidding 
Dataset 

Preprint Tang, J 2024 Criteo 1 TB Click Logs Dataset 

Journal article Gigli, M.; Stella, F 2024 Criteo Attribution Modeling for Bidding 
Dataset 

under budget constraints and further advanced the MTA 
research using Criteo datasets. 

4.3 Influential Authors and Their 
Contributions 

For the construction of Table 2, fractional counting was 
applied to every publication, allocating citation credit across 

co-authors to derivate proper impact. The total number of cita-
tions per year for each author was calculated by first normal-
izing citations of each publication by the number of years 
since publication, then applying that fractional rate to the 
authors involved. The citations per year for each paper were 
then summed for all of his papers to determine each author’s 
cumulative influence. Authors were ranked by their cumula-
tive citations per year (CpY), a more time-sensitive indica-
tion of the author’s impact. We also added value by including
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total citations for each author (Cite), total number of publi-
cations (Nb Pub), types of publication (Pub Types), the most 
recent year associated with MTA research (Last MTA), and, 
finally, underlined each author’s most cited work (Key Pub) 
for emphasis.

P.K. Kannan ranks first with an average of 36.78 citations 
per year, totaling 350.25 citations across four publications 
(three articles, one preprint). His most relevant work, co-
authored with H. Alice Li [39], introduced a methodology 
for improving conversion credit attribution across marketing 
channels using individual-level data, emphasizing carryover 
and spillover effects. H. Alice Li, with an annual citation of 
30.63 and total citations amounting to 301.25 from two arti-
cles and one dissertation, collaborates greatly with Kannan; 
the 2014 and 2016 studies are cornerstones in marketing 
attribution [40]. Koen Pauwels ranks third, with 27.67 cita-
tions per year, and is best known for his work with [41] 
on omnichannel marketing attribution. He proposes using 
advanced techniques like machine learning and blockchain 
to tackle nonlinear consumer journeys. Ron Berman comes 
in fourth place, with 27.37 citations annually for one article 
and one patent on online advertising inefficiencies. His 
2018 work evidences the value of sophisticated attribution 
models, such as the Shapley value, over more straightfor-
ward methods like last-touch attribution. Sharing fifth place, 
Dimitrios Buhalis and Katerina Volchek averaged 22.17 cita-
tions per year for their collaborative 2021 study, catego-
rizing attribution methods based on big data to assign value 
to customer touchpoints across digital and offline channels 
[23]. Anindya Ghose ranks sixth, at 20.60 citations per year. 
His 2021 work with Cui et al. pushed forward marketing 
attribution models using analytics and underlined how this 
could apply to practical industrial applications. 

4.4 Journals Engaged in MTA Research 

We have narrowed our datasets to journal articles and confer-
ence papers only from the “Publication Title” column. After 
that, we generated a pivot table of the following four columns: 
“Journal Title,” “Number of Publications (Nb Pub),” citations 
or “cites” (sum of cites received by all published works which 
belong to MTA), and “Cites Per Year (CpY).” We ordered the 
pivot table by descending under the CpY column. Ultimately, 
we conducted a hardcopy search for the journals, H-index, 
Impact factor in Scopus “IF Sco” and Impact Factor of Web 
of Science “IF WoS.” 

Table 3 provides just a selection of examples from a 
more comprehensive dataset. However, it focuses exclusively 
on those journals that have recorded the highest number of 

citations annually for published work related to MTA. The 
“International Journal of Research in Marketing” had four 
contributions, which together commanded 867 citations, 
including two of the ten most highly cited pieces in the study 
area under discussion [22, 42]. The “Journal of Marketing” 
has published the number one ranked article in MTA with 
184 citations, and the average citation was 93.2 per year. First-
ranked Journal of Marketing holds an average of 93.2 citations 
per year per article in MTA; it holds 184 total citations and has 
published the number one ranked article in MTA. However, 
in this case, despite only two attribution-related publications, 
the “Journal of Marketing Research” ranking is third, given 
its high citation count-one of these is a highly cited article 
[39]. On the other hand, the same status was achieved by the 
works of Buhalis and Volchek, which ranked as the third most 
cited in the relevant domain, published in the “International 
Journal of Information Management.” The fifth place is occu-
pied by the journal “Marketing Science,” in which an article 
by Li and Kannan in 2014 was the second most cited in the 
respective field; another article published in 2018 was written 
by Berman. The titles of the journals show that marketing 
is dominant and takes precedence over information science. 
This is because multi-touch attribution is more of a marketing 
concern by nature, as it deals with data and analytics to deal 
with issues arising from marketing. 

4.5 Methodological Advances in MTA 
Research 

MTA research emphasizes the need for practical means 
of enhancing model functionality and reliability to predict 
conversions and budget optimization. The quality and 
complexity of the data feature determine model functional-
ities. Evaluation criteria include simplicity, interpretability, 
robustness, and accuracy. Simpler models, like linear regres-
sion, may lack precision [43], while complex models, such 
as LSTM networks, offer greater accuracy but reduced inter-
pretability. Balancing interpretability and accuracy remains a 
crucial challenge. 

We have gathered 69 studies that paid close attention 
to practical development regarding the MTA models. We 
manually added a column titled “Method” to our dataset 
for methodological tendency analysis, listing the methods 
adopted. Using Google Sheets’ pivot table function, we 
retrieved the frequency of each technique and classified RNN 
and LSTM as “Machine Learning.” At the same time, higher-
order Markov chains were categorized as “Markov chains.” 
The result can be seen in the frequency table. Table 4 provides 
an overview of methodological approaches adopted by
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Table 2 Leading authors in 
MTA research and their 
prominent works 

Rank Author Nb Pub Cite CpY Pub types Last MTA Key pub 

1 Kannan, 
P.K 

4 350.25 36.78 3 Articles,  
1 preprint  

2024 Li and Kannan 
(2014) 

2 H. Alice 
Li 

3 301.25 30.63 2 Articles,  
1 Ph.D.  
thesis 

2016 Li and Kannan 
(2014) 

3 Pauwels, 
Koen 

3 183 27.67 3 Articles 2021 Cui et al. (2021) 

4 Berman, 
Ron 

2 165 27.37 1 Article,  
1 patent 

2018 Berman (2018) 

5 Buhalis, 
Dimitrios 

1 66.5 22.17 1 Article 2021 Buhalis and 
Volchek (2021) 

5 Volchek, 
Ka-terina 

1 66.5 22.17 1 Article 2021 Buhalis and 
Volchek (2021) 

6 Ghose, 
Anindya 

2 126.5 20.60 2 Articles 2021 Cui et al. (2021) 

Table 3 Leading journals in 
MTA research Journal title H-index IF Sco IF WoS Nb Pub Cite CpY 

International 
Journal of 
Research in 
Marketing 

121 3.352 1.31 4 867 108.39 

Journal of 
Marketing 

284 11.79 2.33 1 184 93.2 

Journal of 
Marketing 
Research 

202 5.984 1.08 2 622 66.33 

International 
Journal of 
Informa tion 
Management 

177 5.775 5.94 1 133 44.33 

Marketing 
Science 

153 5.643 0.88 3 293 43.43

MTA-published studies between 2011 and 2024. A review 
of 69 articles identified these approaches, which reported the 

adoption of significant methodologies 75 times. This differ-
ence is explained by some publications reporting more than 
one approach in a single study. 

Table 4 Trends in methodological approaches for MTA (2011–2024) 

Method 11 12 13 14 15 16 17 18 19 20 21 22 23 24 Total 

Machine 
learning 

2 1 3 2 7 4 2 21 

Markov 
chain 

1 2 1 1 3 4 2 4 18 

Shapley 
value 

1 4 3 2 2 3 15 

Logistic 
regression 

1 2 1 1 2 1 2 1 11 

Bayesian 
inference 

2 1 1 1 1 6 

Survival 
analysis 

1 1 1 1 4 

Grand 
total 

1 1 0 7 2 2 4 8 9 10 2 13 13 3 75
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Early years (2011–2013): Initial research on MTA focused 
on overcoming the deficiencies inherent in traditional models, 
where more straightforward approaches were often dominant. 
Logistic regression, first applied by [7], proposed a basic 
architecture for predicting conversions based on marketing 
touchpoints. Abhishek et al. [8] introduced Markov chains, 
which represent transition probabilities between touchpoints 
quite well, offering valuable insights into the sequences 
leading up to conversions. 

Middle period (2014–2016): Between 2014 and 2016, ever 
more sophisticated methods were developed: Bayesian Infer-
ence [44, 45] allowed for updating attribution estimates 
over time as new information kept coming in, adjusting 
for changes in customer behavior. [11] applied survival 
analysis to examine whether a conversion occurred and 
when it did, adding a time dimension to the investiga-
tion. Although logistic regression remained prevalent due to 
its interpretability, Bayesian inference and survival analysis 
faced complex data configurations in MTA. 

Recent years (2017–2024): Since 2017, sophisticated 
computational techniques have become predominant. Shapley 
Value, for instance, is used by [46], emanating from coop-
erative game theory, and allows fair attribution by allo-
cating credit to each touchpoint in direct proportion to their 
marginal contribution to conversions. Machine learning tech-
niques have become the most popular method, especially 
since 2018 [14], with models such as DNNs and RNNs 
uncovering complex nonlinear relationships in large datasets. 
The persistence of Markov chains, Bayesian inference, and 
survival analysis in this period underscores their adaptability 
to evolving data needs. 

Additional methods and ensemble modeling: Other 
attempts have been made, such as econometric models [47], 
sequence mining [48], and vector autoregressive models, 
though less frequently. Ensemble models leverage the 
strengths of multiple approaches by combining techniques 
like Markov chains or Shapley value with machine learning 
to achieve both interpretability and predictive accuracy. 
Most recently, [49] suggested a zero-knowledge blockchain 
approach to improve the transparency-privacy trade-off when 
linking ad exposures to conversions without releasing person-
ally identifiable information. 

5 Conclusion 

This review details the evolution and increased importance 
of MTA modeling within digital marketing based on journal 
articles, conference proceedings, patents, theses, and book 
sections published between 2010 and 2024. Indeed, since 
2014, there has been rapid growth in scholarly and industry 

interest as the behavior of digital consumers started to rise 
in complexity and data began piling up through numerous 
channels. A synthesis of 69 publications, whereby authors 
developed and tested various models, points to advancing 
MTA methods through Bayesian inference, Markov chains, 
Shapley value, machine learning, and other advanced model 
applications. The main findings reflect a move from the 
traditional rule-based systems toward more progressive data-
driven approaches, whereby machine learning significantly 
improves the precision and flexibility of methods related to 
MTA. Recently, blockchain technology has surfaced as a 
viable solution for tackling MTA’s privacy and transparency 
issues. Public datasets, particularly those provided by orga-
nizations like Criteo, have facilitated empirical research and 
innovation; however, difficulties remain concerning inter-
pretability, data quality, and privacy. Although our review 
encompasses a broad dataset, it may neglect contributions 
from non-English or less frequently cited sources, which 
could result in an underrepresentation of new and regionally 
focused developments in MTA. Moreover, an emphasis on 
citation metrics can distort the visibility of research, favoring 
well-established methodologies at the expense of innova-
tive techniques. Subsequent investigations in MTA ought 
to prioritize incorporating privacy-preserving technologies, 
including blockchain and federated learning, enhance frame-
works for real-time data processing, and explore alterna-
tive methodologies, such as transformers, which may yield 
improved accuracy in more complex consumer journeys. In 
cooperation with ad platforms, an increased variety of data 
sets will consolidate empirical knowledge, and an emphasis 
on model interpretability will make such progress more 
practical for professionals. 
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Abstract 

With new challenges related to climate change, such as 
irregular precipitation, drought, and water scarcity, water 
management has become a key driver of important strate-
gies in all countries worldwide. Indeed, the effective 
management of water resources relies on a well-structured 
process based on data collection, continuous coordination 
between various stakeholders, and an improved manage-
ment system (Hicham et al. in Processing and decisions 
relating to water resources data: the case of Morocco. 
SHS web conference, 2021 [1]). To handle the increasing 
volume of collected and generated data, big data (BDA) has 
become an essential tool, offering enhanced capabilities 
for data processing, real-time monitoring, and predictive 
assessments. However, adopting these technologies alone 
is not sufficient; the coordination of data flow and its rele-
vance is equally important. A forward-looking study on 
user needs, data flow, and requirements is just as crucial 
as the implementation of an information system for water 
resources management based on big data. 

Keywords 

Water resources · Big data · Big data analytics 

H. Jamil (B) · E. Jamal · Y. Rissouni · A. Moumen 
Laboratory of Engineering Sciences, National School of Applied 
Sciences, Ibn Tofaïl University, Kenitra, Morocco 
e-mail: hicham.jamil@gmail.com 

B. E. Mansouri 
Laboratory of Natural Resources and Sustainable Development, Ibn 
Tofaïl University, Kenitra, Morocco 

1 Introduction 

Water, commonly termed “blue gold,” constitutes an essen-
tial resource for human existence and numerous economic 
sectors, particularly agriculture, which consumes nearly 70% 
of the global freshwater resources annually. This sector is also 
a major contributor to water pollution through the extensive 
use of fertilizers and pesticides. Given the increasing chal-
lenges posed by water scarcity, optimizing the management 
of water resources has become imperative for both developed 
and developing countries. 

Recent developments in big data analytics, artificial 
intelligence, and machine learning present robust technical 
solutions capable of addressing these water management 
issues. These technologies offer significant improvements 
in reducing water loss, enhancing resource utilization effi-
ciency, and proactively mitigating pollution risks, with proven 
practical effectiveness. 

This article explores innovative and promising practices 
addressing water waste and pollution. We analyze the perspec-
tives of various stakeholders and the challenges they face in 
effectively managing this vital resource. To improve water 
data processing, we propose a significant data analytics 
architecture that ensures:

• Enhanced data quality and preservation through an oper-
ational structure tailored to specific needs.

• Ease of maintenance due to its centralized nature.
• It reduced software maintenance and data penetration.
• Authorization for sharing data among authorized users in 

an organization.
• Database protection to maintain data consistency.
• User permissions to insert, edit, and delete data in the 

database.
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We also present a detailed explanation of the interviews 
conducted with various actors involved in water resource 
management. Our interview guide focuses on identifying the 
processes and actions needed to achieve effective analytical 
results, with the analysis of interview results primarily based 
on the NVIVO software. 

Finally, we offer a discussion section to analyze 
the results and provide recommendations based on our 
findings. 

2 Context  

The efficient management of water resources is heavily depen-
dent on the systematic collection, processing, and aggrega-
tion of accurate data. In Morocco, Hydraulic Basin Agencies 
(HBA) play a central role in this process, as they are respon-
sible for measuring, recording, and analyzing hydrological 
data. This information is methodically gathered and struc-
tured within a centralized system, ensuring that all relevant 
stakeholders have access to standardized and reliable datasets. 
Establishing a structured and well-coordinated approach to 
data management is essential, as it provides the foundation 
for evidence-based decision-making and long-term planning 
in the water sector [2]. 

Moroccan water law 36-15 establishes a legal obliga-
tion for Basin Agencies to systematically transmit collected 
data to the Central Department of the General Directorate 
of Water. This regulatory framework is designed to facilitate 
the seamless and timely exchange of information, empow-
ering policymakers and water resource managers to develop 
well-coordinated strategies for sustainable water distribution. 
By centralizing data management, it enhances governance 
through increased transparency and accountability while 
also strengthening collaboration between agencies at both 
regional and national levels. This integrated approach ensures 
that decision-makers have reliable, up-to-date information, 
allowing for more effective and adaptive water resource 
management [3]. 

Given the strategic importance of hydrological data, the 
information systems within the Basin Agencies must not 
operate in isolation. Instead, they should function as integral 
components of a broader, unified national water information 
system, managed by the General Directorate of Water. “This 
integration is crucial for ensuring that data collected at local 
and regional levels is harmonized, accessible, and compatible 
with national-level policy frameworks” [4, 5]. 

Therefore, it is necessary to conduct a detailed examina-
tion of the processes related to data collection, consolidation, 
and processing [6]. Since raw data only becomes meaningful 
once it has been systematically transformed and analyzed, 

establishing a standardized methodology for data integra-
tion is essential. By structuring data within an optimized 
processing framework, authorities can enhance the accuracy, 
reliability, and usability of hydrological information, ensuring 
its effectiveness in decision-making and long-term resource 
planning [7, 8]. 

3 Methodology 

Before starting the interviews, we presented the research 
framework and objectives to participants to ensure a clear 
understanding of the study. This step helped structure discus-
sions and encouraged relevant, detailed responses. Estab-
lishing this context also facilitated a more precise data 
collection process. 

To evaluate data collection processes and decision-
making frameworks, we employed a qualitative research 
approach, directly engaging with key stakeholders involved 
in water resource management. This approach provided 
valuable insights into real-world operational challenges and 
enabled a thorough evaluation of current data management 
practices. 

Each interview, lasting between 40 min and an hour 
depending on the topic’s complexity, was recorded, tran-
scribed, and carefully analyzed using NVIVO, a qualita-
tive data analysis tool. This software helped categorize 
responses, recognize recurring themes, and extract mean-
ingful insights. 

By identifying keyword patterns and thematic trends, 
NVIVO supported a structured analysis, ensuring a clear 
and systematic interpretation of the findings. The following 
figure outlines our research methodology, detailing the steps 
from interview preparation to final data analysis (Fig. 1).

3.1 Interviewees 

The interviewees were selected based on their responsibili-
ties in addressing our issue, and they are affiliated with the 
following three entities:

• Water Branch—The principal body responsible for formu-
lating and implementing national water management poli-
cies.

• Hydraulic Basin Agencies (HBA)—Authorities tasked 
with the collection, monitoring, and regulation of hydro-
logical data.

• Regional Environmental Directorates—Agencies involved 
in analyzing, interpreting, and integrating water data into 
environmental policies and strategic planning.
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The interviews were conducted with individuals in charge 
of water management and key decision-makers within their 
respective offices. 

Fig. 1 Interview process

The average age of the respondents is 39, with different 
profiles and more than 15 years of experience in the field: 
water resources engineers, IT, and managers: interviews were 
carried out directly via a maintenance guide. 

The actors involved in the interview guide are key players 
who are managers acting directly on the process in Table 1. 

3.2 Interview Guide 

The interview guide serves as a crucial tool in the research 
methodology, ensuring a structured and organized approach to 
data collection. It not only provides logistical details but also 
establishes a clear framework for both the interviewer and 
interviewee, facilitating meaningful discussions. The intro-
duction clearly defines the study’s objectives and explains the 
role of each participant to ensure a shared understanding of 
the research process. 

Rather than just listing names and titles, the guide outlines 
each interviewee’s specific expertise and contributions. It 
follows a well-structured logic, starting with a general intro-
ductory stage and progressing toward a more in-depth explo-
ration, thereby facilitating a comprehensive analysis of all 
elements.

Figure 2 provides a visual summary of this process.

Table 1 Managers interviewed 
Code Gender Age Administration Position Role 

Interview1 Man 57 Directorate 
General of 
Water 

Head of the 
Water 
Resources 
Division 

Senior Water 
Resources Data 
Manager 

Interview2 Man 38 Directorate 
General of 
Water 

Head of the 
Hydrology 
Service 

Hydrological 
data operator 
and manager at 
DGW 

Interview3 Man 39 HBA Errachidia Head of the 
Water 
Resources 
Management 
Division 

Personnel 
responsible for 
data from water 
resource 
measurement 
stations 

Interview4 Man 39 Directorate 
General of 
Water 

Head of the 
Organization 
and Information 
Systems 
Division 

IT provider and 
key player in 
consolidating 
water resources 
data 

Interview5 Woman 36 Regional 
Directorate of 
the 
Environment of 
Beni Mellal 

Head of the 
environmental 
management 
service 

Environmental 
data manager 



196 H. Jamil et al.

Fig. 2 Interview steps

3.3 NVIVO Analysis 

For the analysis of interview results, we used NVIVO, a qual-
itative research software that allows for the interpretation 
of interviews by classifying responses, identifying recurring 
themes, and extracting significant points discussed during the 
interviews. 

Additionally, NVIVO’s ability to process audiovisual 
material provided a more comprehensive analysis of non-
textual data. It also enables keyword frequency analysis and 
thematic mapping, helping to uncover patterns within large 
datasets. 

In this study, we leveraged NVIVO to structure the 
interview responses, segment discussions into relevant 
thematic categories, and conduct comparative analyses. 
The processed data was then visualized and exported in 
multiple formats, facilitating a systematic examination of 
key findings (Fig. 3). 

4 Results and Discussion 

Upon importing the interviews into NVIVO, we utilized the 
software to generate a frequency table. This table provides 
insights into the percentage and frequency of each word used 
in the responses. The findings from this analysis will be 
presented in detail in Table 2, illustrating the distribution and 
relevance of key terms within the dataset.

Fig. 3 NVIVO process

The words most frequently used in our case are data, 
systems, processes, Excel, and partners, representing 50% of 
the stakeholders’ problems for implementing a sharing system 
and processes capable of managing and analyzing the data 
received from partners. 
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Table 2 Overview of the frequency table keywords 

Mot Longueur Nombre Pourcentage 
pondéré (%) 

données 7 49 3.48 

système 7 20 1.42 

niveau 6 18 1.28 

processus 9 15 1.07 

badr21 7 12 0.85 

partie 6 11 0.78 

pas 3 11 0.78 

sous 4 11 0.78 

cas 3 10 0.71 

mesure 6 10 0.71 

excel 5 9 0.64 

qualité 7 9 0.64 

abh 3 8 0.57 

partenaires 11 8 0.57 

service 7 8 0.57 

sont 4 8 0.57 

donnée 6 7 0.5 

internes 8 7 0.5 

phase 5 7 0.5 

base 4 6 0.43 

développement 13 6 0.43 

externes 8 6 0.43 

beaucoup 8 5 0.36 

dépend 6 5 0.36 

existe 7 5 0.36 

gestion 7 5 0.36

In Fig. 4, we can say that according to the interviews and 
based on the previous analysis, the data is the central element 
mentioned in the discussions; we also find the process and 
the system: the two are linked because the system is based on 
process informatization. 

4.1 Datas 

According to the interviews, the managers all cited the pres-
ence of two data formats, digital and analog: digital data 
(more than 90%) and are generally Excel files relating to water 
points or Oracle data in the Badre21 system (Water resources) 
(Fig. 5). 

The data is related to hydrology, hydrogeology, and clima-
tology; however, data digitization and quality are problematic 
(Fig. 6).

We note that the NVIVO analysis results confirm the 
problem of formats and the variety of data that requires a 
database with advanced technology. 

Fig. 4 General word cloud 

Fig. 5 Data cloud 

4.2 Data Sharing 

According to Fig. 7 (Still under NVIVO), the sharing of 
information must essentially concern water but which can 
be impacted, according to the interviewees, by the lack of 
knowledge.

4.3 Decision-Making 

The prominence of the term “commission” in the decision-
making process underscores the typical hierarchical 
structure prevalent in the public sector, where decisions 
often stem from leadership or committee consensus. Further-
more, including terms such as “indicators” and “partners” 
emphasizes the importance of collaboration and the involve-
ment of various stakeholders in developing a national water 
system.
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Fig. 6 Data cloud (details)

Fig. 7 Data sharing

Fig. 8 Data making 

This highlights the potential benefits of a comprehen-
sive approach that effectively engages all relevant parties in 
addressing water-related challenges (Fig. 8). 

4.4 Important Comments 

The NVIVO software was utilized for interview data anal-
ysis, enabling researchers to perform structured and in-depth 
qualitative assessments. This tool facilitated the organization, 
categorization, and coding of responses, ensuring a systematic 
exploration of key themes and trends. 

By adopting this methodological approach, the research 
maintained rigor, consistency, and reliability throughout the 
analysis process. NVIVO’s capabilities allowed for objec-
tive interpretation of interviewees’ perspectives, reducing 
bias while enhancing the clarity and depth of the find-
ings. This structured framework ultimately strengthened 
data-driven decision-making and provided a comprehensive 
understanding of stakeholder insights (Table 3). 

Table 3 Topics of analysis 

Factor Testimonial 

A: Data flow Partners either input data directly 
into the system or it is logged into 
a dedicated database overseen by 
the observatory unit. The central 
administration ensures the 
reliability of the information by 
conducting validation checks on 
both the collected data and the 
corresponding indicators 

B: Data format and volume Data is presented in both tabular 
and geographic formats, covering 
climatological, hydrometric, and 
hydrogeological data 

C: Quality Initially, information production 
is limited, with subsequent mass 
production allowing for quality 
assessment. Overall, the 
produced data quality tends to be 
satisfactory 

D: Current system and model 
used 

Resources are currently 
constrained, indicating a need for 
enhanced technical expertise 
among business service personnel 

E: Data usage Piezometric data is monitored via 
web platforms, alongside 
Excel-based flow data 

F: Data sharing The development of the SNIE 
(National Water Information 
System) aimed to facilitate water 
data sharing across different 
entities within the water sector 

G: Decision-making Implementation outcomes vary 
depending on specific 
circumstances
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4.5 Discussion 

Almost all stakeholders expressed concerns regarding the 
management of water-related data from collection to storage 
in the database. They highlighted the challenges and difficul-
ties associated with this process, particularly in terms of data 
quality, accuracy, and standardization. 

The interviews revealed that water data necessarily 
consists of multiple types, including climatic, hydrological, 
and hydrogeological data, among others. Although a large 
volume of data is collected, it is only partially utilized 
due to the lack of advanced processing and analysis tools. 
This underscores the importance of big data and its crucial 
analytical capabilities. 

The interviewed officials emphasized the need to establish 
a centralized system for water data management to support 
decision-making and enhance collaboration. 

Table 4 provides a concise summary of the key points 
discussed and their analysis, along with proposed improve-
ments based on the interviews. 

Table 4 Results 

Issue Current situation Proposed solution 
(BDA) 

Data entry Manual, non-standard Achievable through 
continuously 
connected sensors in 
real-time 

Standardizing data Non-standardized 
data 

Standardization can 
be achieved using the 
data standardization 
layer in big data 
analytics systems 

Data validation Absent Infinite data storage 
capability 

Data storage Raw storage with 
difficulty for large 
volumes 

Unlimited data 
storage 

Real-time data 
analysis and dynamic 
visualization 

Despite the 
availability of 
multiple database 
systems and IT 
infrastructures, 
research efforts 
remain minimal 

Big data analytics 
facilitates analysis 
across multiple 
dimensions 

Prediction Difficult/absent Feasible through 
predictive layers in 
big data analytics 
(BDA) 

5 Conclusion 

Interviews with various stakeholders in the water sector high-
light critical issues related to data collection, processing, 
and dissemination. It is essential to adopt a more organized 
approach at the national level to optimize coordination and 
decision-making, primarily based on big data. The establish-
ment of a National Water Information System (SNIE) could 
significantly enhance water management. 

Water sector officials also emphasized the importance of 
coordination among different stakeholders. Big data analysis 
presents a promising solution by strengthening governance 
and enabling data-driven decision-making, based not only on 
collected data but also on effective data exchange. 
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